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Supervisors’ Foreword

The Large Hadron Collider (LHC) and the ATLAS experiment are famous for the
discovery of the Higgs boson in 2012 and the ongoing search for new particles and
physical phenomena. The LHC proton–proton collisions are also an abundant
source of the more established particle states. Understanding the production of these
particles is important, both for what it can tell us about the underlying QCD
processes involved, but also because this is a necessary prerequisite for the pre-
diction of backgrounds in searches for new particles.

The study of these known particles can still produce unexpected outcomes. This
thesis describes measurements of two sets of quarkonium states, ´b and ´c, in pp
collisions at

ffiffi

s
p

= 7 TeV with the ATLAS experiment at the LHC. This resulted in
the first discovery of a new particle state at the LHC, which is consistent with being
the ´bð3PÞ.

More than 40 years after the discovery of the first quarkonium state (the J=ψ in
1974), we still do not have a fully consistent description of quarkonium production
in hadronic collisions. The first cross sections measured from proton–antiproton
collisions by experiments at the Tevatron were found to be more than an order of
magnitude greater than predicted. No single theoretical approach can successfully
account for all current quarkonium measurements. The LHC has delivered proton–
proton collisions at higher energies and higher luminosities than ever before, which
allows us to gain further understanding of the quarkonium production processes.

The ´b and ´c are P-wave bottomonium and charmonium states, respectively,
with quantum numbers S ¼ 1 and L ¼ 1. They can be studied through their radi-
ative decays to the S-wave states, ´b ! Υð1SÞγ or ´c ! J=ψγ, with subsequent
decays Υð1SÞ ! μþμ� or J=ψ ! μþμ�. The presence of muons in the decay
chain allows these events to be triggered in the ATLAS detector. The low-energy
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photons produced in these decays can be measured either directly in the electro-
magnetic calorimeter (unconverted), or reconstructed from a pair of
electron-positron tracks produced after interaction of the photon with material in the
ATLAS detector (converted).

The reconstruction of ´b states using unconverted photons is described in this
thesis. Alongside the established ´bð1PÞ and ´bð2PÞ states, a new candidate bot-
tomonium state is observed at a higher mass, consistent with theoretical expecta-
tions for the ´bð3PÞ. This new state has also been observed in an alternative,
independent analysis of the ATLAS data using converted photons, and has sub-
sequently been confirmed by both the D0 and LHCb experiments. The
announcement by ATLAS of this discovery in December 2011 resulted in con-
siderable media coverage at that time. It has also stimulated renewed theoretical
interest in the spectroscopy of the bottomonium system, with several new potential
model calculations of the ´bð3PÞ masses being published.

As well as its intrinsic importance for bottomonium spectroscopy, the existence
of an additional ´b state below the open-flavour B�B threshold constitutes a sig-
nificant new source of feed-down decays into the lower mass bottomonium states,
which must be taken into account when calculating their direct production cross
sections from their measured yields. In particular, ´bð3PÞ can decay to Υ ð3SÞ, the
production of which was previously thought to be purely direct and free from any
feed-down contributions.

The ´cJð1PÞ (J ¼ 1; 2) states are reconstructed using converted photons, because
of the better energy resolution for low photon energies. They are separated into
prompt and non-prompt (i.e. coming from the decays of b-hadrons) ´c by means of a
pseudo-proper decay time variable, which is determined from the displacement
of the secondary μþμ� vertex from the primary interaction vertex. The ´c1 and ´c2

differential cross sections and relative production rates are measured as functions of
transverse momentum and pseudorapidity and compared to several theoretical
models. The predictions of Next-to-Leading-Order Non-Relativistic QCD (NLO
NRQCD) provide a good description of the prompt production measurements, while
some other models are in significant disagreement with the data. Models based on
Fixed-Order Next-to-Leading-Log (FONLL) calculations of b-hadron production
are in general agreement with the non-prompt ´c1 and ´c2 measurements. These ´c

measurements indicate that 24–28% of prompt J=ψ production at the LHC at
ffiffi

s
p

= 7
TeV results from feed-down from radiative ´c1 and ´c2 decays.

One of the experimental challenges of this analysis is to determine the efficiency
for the reconstruction of converted photons in the very low-energy range that is
relevant to ´c decays, which had not previously been studied quantitatively. As a
systematic check, the converted-photon reconstruction efficiency is investigated
using an independent channel, Bþ ! ´c1Kþ, which results in the most precise
measurement of the branching fraction for this decay made at a hadron collider.
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All ATLAS physics publications result from the work of a very large team of
physicists. Nevertheless, Andy was the driving force behind the analyses reported
in his thesis, both of which depended on his insight, initiative and skill. Andy was
the first to observe the unexpected new bottomonium peak and he did almost all the
analysis and editorial work for the ´c paper himself. It is an outstanding achieve-
ment to have been responsible for two such substantial and important publications
in the course of a 3 1

2 year Ph.D. We congratulate Andy on his very well-deserved
ATLAS thesis award in 2014.

Birmingham Dr. Chris Hawkes
June 2015 Dr. Miriam Watson
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Abstract

The ´b bottomonium states are observed through the reconstruction of the radiative
decays ´bðnPÞ ! Υð1SÞγ using 4.4 fb−1 of pp collision data collected at

ffiffi

s
p

= 7
TeV with the ATLAS experiment. The production of the ´bð1PÞ and ´bð2PÞ
bottomonium states is observed in addition to a candidate for a new bottomonium
state, consistent with theoretical expectations for the ´bð3PÞ states. The
production-averaged mass barycentre for the ´bð3PÞ candidate is measured to be
10541 ± 11 (stat.) ± 30 (syst.) MeV. The consequences of this discovery for our
understanding of bottomonium production phenomenology in hadronic collisions is
reviewed.

The production of the ´c1 and ´c2 charmonium states has been measured in
ffiffi

s
p

=
7 TeV pp collisions with the ATLAS experiment using a data sample representing
an integrated luminosity of 4.5 fb−1. The prompt and non-prompt production cross
sections for the ´c1 and ´c2 states are measured within the region jj\0:75. These
measurements suggest that 24–28 % of prompt J=ψ are produced in feed-down
from radiative ´c1 and ´c2 decays. The production of the ´c1 state, relative to the
´c1 state, is measured for both prompt and non-prompt production processes. This
collection of measurements is compared to a number of theoretical predictions for J
production at the LHC. The branching fraction BðB� ! ´c1K�Þ ¼ ð4:9 �
0:9 ðstat.Þ � 0:6 ðsyst.ÞÞ � 10�4 is also measured with the same dataset and ´c

event selection.
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Chapter 1
Introduction and Theoretical Foundations

Nearly forty years since the discovery of the first quarkonium state, the J/ψ [1, 2], we
cannot claim to fully understand how this quarkonium state (and the many others that
were subsequently identified) is produced in hadronic interactions. Furthermore, as
the experiments studying these states have become ever more sophisticated, provid-
ing increasingly more precise and diverse measurements, the situation has become
even less clear and no single theoretical approach can claim to adequately describe the
abundance of data that now exists. The arrival of the Large Hadron Collider (LHC),
capable of delivering unprecedentedly high energy collisions and high luminosities to
its cutting edge experiments, provides a unique opportunity to significantly advance
our understanding of quarkonium production. This thesis describes several measure-
ments of the production and spectroscopy of the χc and χb quarkonium states with
the ATLAS experiment that can contribute to this advancement in our understanding.

Section 1.1 will briefly describe the theoretical foundations of modern particle
physics that will be built upon in Chap.2, where a theoretical and phenomenological
description of quarkonium physics will be presented. The ATLAS experiment at
the LHC will be discussed in Chap.3 and a review of the experimental analysis
techniques relevant to the studies presented in this thesis will be presented in Chap.4.
Chapter 5 will describe a study into the reconstruction of the χb quarkonium states
with the ATLAS experiment and will describe the observation of a new candidate
quarkonium state. Several measurements of the production of the χc quarkonium
states at the ATLAS experiment will be described in Chap. 6. Finally, the results and
conclusions of this thesis will be summarised in Chap.7.

1.1 The Standard Model

The Standard Model (SM), a modern fundamental theory of elementary particles
and their interactions, represents our current understanding of the subatomic uni-
verse. The SM has enjoyed much success in describing the wealth of experimental
measurements of the properties of the subatomic particles.
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Table 1.1 Selected properties of the leptons

Generation I Generation II Generation III

Electron Muon Tau

e μ τ

Q = −1 Q = −1 Q = −1

me = 0.51100 MeV mμ = 105.66 MeV mτ = 1776.8 MeV

Electron neutrino Muon neutrino Tau neutrino

νe νμ μτ

Q = 0 Q = 0 Q = 0

Massless† Massless† Massless†

Electric charges Q are presented in units of the absolute value of the electron charge. The masses
of the charged leptons are taken from Ref. [3]. † In the SM, all neutrinos are described as massless
particles, though recent experimental observations suggest that neutrinos have a very small mass
� 1 MeV [3]

Table 1.2 Selected properties of the quarks

Generation I Generation II Generation III

Up Charm Top

u c t

Q = + 2
3 Q = + 2

3 Q = + 2
3

mu = 2.3+0.7
−0.5 MeV mc = 1.275 ± 0.025 GeV mt = 173.07 ± 0.52 ± 0.72 GeV

Down Strange Bottom

d s b

Q = − 1
3 Q = − 1

3 Q = − 1
3

md = 4.8+0.5
−0.3 MeV ms = 95 ± 5 MeV mb = 4.18 ± 0.03 GeV

Electric charges Q are presented in units of the absolute value of the electron charge. Quark masses
are taken from Ref. [3]

The SM describes all matter in the universe in terms of two classes of fundamental
particles, the quarks and the leptons, with the interactions of these elementary mat-
ter particles being mediated by several gauge bosons. The SM contains six leptons
and six quarks, arranged into three generations, as shown in Tables1.1 and 1.2. The
quarks and leptons are spin 1

2 particles (fermions), while the particles which mediate
their interactions have integer spin (bosons). The SM describes three of the four fun-
damental forces: electromagnetism, the strong and weak nuclear forces. In addition
to the these gauge bosons, the mechanism through which the particle masses are
described in the SM (the Brout, Englert, Higgs mechanism) also requires the exis-
tence of a spin zero Higgs boson. The existence of all of the standard model fermions
and gauge bosons has been experimentally verified [3] and an experimental candidate
for the Higgs boson has also been recently observed by the ATLAS and CMS exper-
iments [4, 5]. The properties of these bosons are summarised in Table1.3. Gravity is
not described within the SM; this is of little practical consequence from a phenom-
enological point of view but nonetheless represents an unsatisfactory situation from
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Table 1.3 Selected properties of the SM bosons

Name Mass [GeV] Decay width
[GeV]

Spin Charge

γ (photon) 0 − 1 0

W ± 80.385 ± 0.015 2.085 ± 0.042 1 ±1

Z0 91.1876± 0.0021 2.4952 ± 0.0023 1 0

g (gluon) 0 − 1 0

H (Higgs) 125.9 ± 0.4 4.15 × 10−3

(th.) [6]
0 0

Electric charges are presented in units of the absolute value of the electron charge. All data are
taken from Ref. [3]

a theoretical perspective. The unification of all four forces within one Grand Unified
Theory (GUT) is an area of active research within modern theoretical physics.

A technical discussion of the historical development of the SM, and its subsequent
experimental confirmation, is beyond the scopeof this thesis, though a comprehensive
review can be found in Ref. [3] and the references therein. The remainder of this
chapter provides a brief description of strong interactions within the SM.

1.2 The Strong Interaction and Quantum Chromodynamics

Our modern understanding of the strong interaction began in 1963, when Gell-Mann
and Zweig postulated that the strongly interacting particles observed by experiments
(hadrons such as the proton, neutron and pion) are not fundamental particles, but
instead bound states composed of more basic constituents [7]. These constituents,
which are now thought to be fundamental particles, subsequently became known as
the quarks. Even at the time of the proposal, the properties of the known spectrum
of hadrons put tight constraints on the properties of the quarks. The π and ρ mesons
were known to have J P = 0− and 1− respectively (where J and P denote the total
angular momentum and parity quantum numbers, respectively). These mesons could
naturally be interpreted as bound states of a quark and an anti-quark with zero orbital
angular momentum. The known hadrons could be classified within an SU (3) group
of three spin 1/2 particles, each with a unique flavour; the up (u), down (d) and
strange (s) quarks. For the model to also predict the baryon spectrum, the quarks
were constrained to be fractionally charged (+2/3e for u and −1/3e for d and s
quarks). At first glance, this model naturally explained the known spectra of mesons
and baryons, but one important inconsistency suggested that the model was not yet
complete.

This model could not explain the existence of baryons consisting of three quarks
of the same flavour with total angular momentum J = 3/2 (e.g. �++), despite
the firm experimental evidence. Quarks were thought to be spin 1/2 particles and
so Fermi-Dirac statistics required that the overall baryon wavefunction be totally
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anti-symmetric under the exchange of any pair of quarks. To reconcile this issue,
a further quantum number was introduced, intrinsic only to quarks; colour. If the
baryon wavefunction were totally symmetric under the exchange of spin and flavour
then requiring that the wavefunction be anti-symmetric under the exchange of colour
quantum numbers would allow the overall wavefunction to be totally anti-symmetric,
consistent with the expectation for fermions [7]. While the quark model was phe-
nomenologically successful, and the two most important concepts in our modern
understanding of the strong interaction, quarks and colour, had been introduced, the
model raised just as many questions as it answered. For example, the new colour
degrees of freedom could lead to a spectrum of hadronic states far richer than that
observed at the time. This led to the ad-hoc requirement that only colour singlet
states can exist in nature. However, it would not be until the development of Quan-
tum Chromodynamics (QCD) that a satisfactory explanation of this feature could be
provided, along with answers to many of the other remaining questions.

Quantum Chromodynamics (QCD) is a non-abelian gauge theory based upon an
SU (3) gauge group [8]. To some extent QCD is an analogue of QED, in that it is a
theory of fundamental fermions (quarks) that possess a “charge”, known as colour.
The gauge boson of QCD, the particle that mediates all interactions, is known as the
gluon, which is the analogue of the photon of QED. However, QED and QCD differ
in one important aspect that leads to some very different qualitative properties. The
gluon itself has a colour “charge” (unlike the electrically neutral photon), a feature
inherited from the non-abelian nature of QCD (the elements of the SU (3) gauge
group do not commute). It is this feature of the theory that leads to most of the
important phenomenological aspects of QCD and provides the bridge that enables
QCD to be a self-consistent theory of both quarks and hadrons.

The Lagrangian density for QCD can be written as

LQC D = −1

4
Fμν

a Fa
μν +

N f∑

j=1

ψ̄α
j

(
iγμDμ − m j

)
αβ

ψ
β
j − 1

2λ
(∂μ Aa

μ)2 − ∂μφ̄a Dμφa .

(1.1)

The first two terms describe the interaction of N f flavours of spin 1/2 quarks ψ j

(Dirac spinors with a colour field) of masses m j with massless spin 1 gluons [8].
The γμ represent the Dirac gamma matrices. The quantity (Dμ)αβ is the covariant
derivative and is given by

(Dμ)αβ = δαβ∂μ − i

2
g

∑

a

λa
αβ Aaμ , (1.2)

where g is the coupling constant and the indices α and β run over the three quark
colours. The λa

αβ are the eight 3 × 3 Gell-Mann colour matrices (Hermitian and
traceless) [9]. Fa

μν is the QCD field strength tensor and is given by

Fa
μν = ∂μ Aa

ν − ∂ν Aa
μ − g f abc Ab

μ Ac
ν , (1.3)
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where Aa
μ is the gluon field and the indices a, b and c run over the octet of 8 gluon

colours [8]. The third term in Eq.1.3 is absent in the analogous QED field strength
tensor and gives rise to gluon self-interactions. The f abc are the structure constants
of the QCD SU (3) colour group. The generators of the SU (3) group satisfy

[
T a, T b

]
= i f abcT c , (1.4)

where (T a)αβ = 1
2λ

a
αβ in the colour triplet fundamental representation and (T a)bc =

−i f abc in the adjoint colour octet gluon representation [9]. The third term in the
QCD Lagrangian density shown in Eq.1.1 is the gauge fixing term, which allows
perturbative calculations to bemade. It allowa allows agluonpropagator to be defined
bymaking a choice of gauge through setting the parameter λ (typical choices include
the Feynman gauge λ = 1 and Landau gauge λ = 0) [8]. The final term describes
the Faddeev-Popov ghost fields φ, which cancel degrees of freedom that lead to
unphysical particles [8].

The QCD Lagrangian possesses several important symmetry properties, which
lead to some interesting and necessary characteristics of the theory. The physical
properties of theQCDLagrangian density are unchanged if the quark and gluon fields
are redefined, and it is thus locally gauge invariant. It is this property (common also
to the other components of the SM) that allows QCD to be a renormalisable quantum
field theory that can be used to perform calculations [8]. The strong interaction has
been experimentally verified also to be invariant under several discrete transforma-
tions, including charge conjugation C , parity P and time reversal T . However, some
terms can be added to the QCD Lagrangian which would violate the symmetry under
both P and T transformations, despite the stringent experimental constraints. This is
a still unresolved phenomenon known as the strong CP problem. In addition to these
exact symmetries, QCD also possesses several approximate symmetries that lead to
some other interesting properties. In the limit that the masses of the light (u, d, s)
quarks are degenerate, QCD naturally leads to isospin I symmetry (i.e. symmetry
under the interchange of u and d quarks) and gives rise to the SU (3) baryon and
meson multiplets of Gell-Mann’s eightfold way [8]. In the limit that the light quarks
are massless, a further chiral symmetry emerges which can be exploited to perform
perturbative calculations at energy scales close to the hadronic scale [8].

The calculation of physical observables in QCD usually results in a perturbative
series in powers of the strong coupling αS = g2/4π. This calculational process
involves a renormalisation procedure, which removes the divergences that are often
present in the perturbative series to allow a finite physical result to be obtained.
However, this renormalisation procedure has to be performed at an arbitrary mass
scale μ. This leads to a dependence of the calculated physical observable on the
arbitrary renormalisation scaleμ in addition to any intrinsic energy scale Q. However,
physically observable quantities cannot have a dependence on arbitrary scales. This
problem is solved by requiring that any dependence on μ is contained only within
αS (since dimensionless physical observables can depend only on the ratio Q/μ). If
one further requires that the calculation of a physical observable is independent of
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μ, then a running strong coupling, with an explicit dependence on Q, can be used to
absorb this dependence on μ;

αS(Q) = αS

1 + (b0αS/2π) ln (Q/μ)
. (1.5)

The coefficient b0 is the leading order coefficient in the QCD β-function, b0 =
11 − 2N f /3 for QCD with three colours [7]. Now that all the dependence on μ has
been absorbed into αS, it can be removed entirely by defining a mass-scale cut-off
known as the QCD scale, �QCD, which satisfies (αSb0/2π) ln

(
μ/�QCD

) = 1 (the
scale at which the coupling diverges). This can be substituted into Eq.1.5 to give

αS(Q) = 2π

b0 ln
(
Q/�QCD

) . (1.6)

This equation shows that as Q increases, the coupling decreases. The reduction ofαS
as Q increases is known as asymptotic freedom and provides the basis upon which
perturbative calculations can be performedwithinQCD.Experimentalmeasurements
suggest that �QCD ≈ 200 MeV. Thus for αS to be small enough to remain a good
perturbative expansion parameter (e.g. less than around 0.4), the energy scale should
be sufficiently high, Q > 1 GeV. Thus, �QCD sets the scale at which QCD moves
from being a perturbative theory of asymptotically free quarks to a non-pertubative
theory.

At energy scales near �QCD, where the coupling is strong, quarks are always
confined within hadrons. The apparently patternless hierarchy of the quark masses
leads to a rich spectrum of hadrons that exhibit many interesting properties. The
theoretical description of the structure of hadrons is typically semi-empirical though
non-perturbative calculation methods such as Lattice QCD can be used to describe
the behaviour of hadrons directly in terms of the QCD degrees of freedom. Despite
the theoretical limitations, hadronic physics can provide a unique window on many
aspects of the strong interaction. In particular, the theoretical description of the bound
states of heavy quarks is often less complicated by non-perturbative dynamics. The
theoretical and experimental study of such bound states has led to many advances in
our understanding of the strong interaction and remains an important area of research,
as described in the following chapter.
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Chapter 2
Quarkonium

Quarkonium is the name given to a sub-atomic system composed of a heavy quark
Q and anti-quark Q, bound by the strong interaction. Quarkonia belong to the more
general meson (hadrons composed of a quark anti-quark pair) family of sub-atomic
particles but they deserve their own sub-classification due to the many unique prop-
erties that distinguish them from the other hadrons. The large masses of the charm (c)
and bottom (b) quarks compared to the light (u, d, s) quarks, endow heavy quarkonia
with properties that differ significantly from those of the light mesons. A quarkonium
system containing a charm and anti-charm (cc̄) quark pair is known as charmonium,
while the system containing a bottom and anti-bottom (bb̄) quark pair is known as
bottomonium. Charmonium and bottomonium have both been observed in experi-
ments [1]. The large mass of the top quark affords it with a width so large that it
decays via the weak interaction on a timescale below that associated with quarko-
nium formation. To date, quarkonia composed of top anti-top (t t̄) quark pairs (an
hypothesised system known as toponium) have not been observed experimentally [1].

Charmonium was first observed experimentally in November 1974 with the
famous simultaneous discovery of a narrow state decaying to e+e− and μ+μ− by
groups at BNL and SLAC [2, 3]. The new state had a mass of around 3.1 GeV and
was quickly interpreted as a bound state of a previously unseen heavy quark and
its anti-quark, much heavier than the strange quark. The new quark was named the
charm (c) quark and the new bound state came to be known as the J/ψ. Only a few
years later in 1977, a further narrow state was observed in decays to μ+μ− by a
group at Fermilab, this time at a mass of around 9.5 GeV [4]. This new state was
named ϒ (now known as ϒ(1S)) and provided the first evidence for a further heavy
quark, the bottom (b) quark. Following the discovery of the J/ψ and ϒ(1S) states,
many other quarkonium states were discovered, the masses and quantum numbers
of which fitted well with theoretical expectations for Q Q̄ bound states.

© Springer International Publishing Switzerland 2016
A. Chisholm, Measurements of the χc and χb Quarkonium States
in pp Collisions with the ATLAS Experiment, Springer Theses,
DOI 10.1007/978-3-319-23120-4_2
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2.1 Quarkonium Spectroscopy

Quarkonium states are typically categorised according to the total spin of the Q Q̄
system S, the orbital angular momentum between the Q Q̄ pair, L , and the total angu-
lar momentum ( �J = �L + �S ) of the system, J . The spectroscpic notation n2S+1L J ,
where n is the principal quantum number, is often used to label the quarkonium states.
The parity P of a Q Q̄ system is given by P = (−1)L+1 and the charge conjugation
parity C is given by C = (−1)L+S . Parity and charge conjugation parity are both
conserved quantities in the strong and electromagnetic decays of quarkonium states.

The quarkonium states with masses below the threshold for decays to open-
flavour hadrons (i.e. containing non-zero flavour quantum numbers) to be kinemat-
ically allowed (m DD̄ ≈ 3.74 GeV for charmonium and m B B̄ ≈ 10.56 GeV for
bottomonium) are typically narrow states which decay via the electromagnetic and
strong interactions to lower mass quarkonium states, light hadrons or charged lep-
tons. Quarkonium states above the relevant open-flavour threshold generally have
much larger total decay widths that are dominated by strong decays to open-flavour
hadrons. All of the charmonium states expected to exist below the DD̄ threshold have
been discovered experimentally. The majority of the bottomonium states expected
below the B B̄ threshold have also been observed with the exception of the ηb(3S),
hb(3P) and most of the D-wave bottomonium states [1]. Figures 2.1 and 2.2 show
the experimentally observed (and predicted) charmonium and bottomonium states
respectively.
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Fig. 2.1 The experimentally observed charmonium states. The states labelled X , the nature of
which is unknown, are not thought to be conventional charmonium states. Figure from Ref. [1]
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Fig. 2.2 The experimentally observed and theoretically expected bottomonium states. Dashed lines
denote unobserved or unconfirmed states (an unconfirmed experimental candidate for the ηb(2S)

state has been observed by the Belle experiment [6]). Figure from Ref. [1]

The properties of the experimentally observed quarkonium states are known very
well in some cases while very little is known about others. In general, the S-wave
(L = 0) vector (S = 1) J PC = 1−− states, such as the J/ψ and ϒ , are very well
studied since they can be produced directly in e+e− annihilation and can thus decay
to the experimentally clean e+e− and μ+μ− final states. The P-wave (L = 1) spin
triplet (S = 1) χ states are also reasonably well studied as they are readily produced in
the radiative decays of the vector states and can decay to lower lying vector states with
the emission of a photon. However, much less is known about the spin singlet (S = 0)
S-wave states, ηc and ηb, the latter of which (ηb(1S)) was only recently discovered in
2008 [5]. The di-lepton decays of these states are heavily suppressed, with decays to
light hadrons dominating. These states are typically studied through radiative decays
of the type 3S1 → 1S0γ, although this radiative transition is dominated by a magnetic
dipole amplitude and is strongly suppressed relative to the analogous electric dipole
transition. Less still is known about the spin singlet P-wave states, hc and hb, the
decays of which are also dominantly hadronic.

The quarkonium spectrum can be understood from a theoretical perspective
through two distinct approaches. The first approach is largely phenomenological
and involves the use of potential models to describe the bound state, in analogy with
the quantum mechanical description of the energy levels of an atom. The potential
model approach is attractive because of its simplicity, but becomes steadily more
complicated and inaccurate for the heavier quarkonium states (particularly those
above the open flavour thresholds). The alternative approach is to perform a direct
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calculation using QCD. Such calculations can be performed with lattice QCD but are
complex and (very) computationally expensive; few lattice calculations exist relative
to the many potential model calculations in the literature. However, lattice calcula-
tions that use the effective theory Non-Relativistic QCD (NRQCD) have successfully
described much of the charmonium and bottomonium spectrum [7–9].

The main features of the experimentally observed spectrum of quarkonium states
can be reproduced with a simple non-relativistic potential model. The use of an
interaction potential and “ordinary” non-relativistic quantum mechanics to model
the system is well motivated given the large masses of the charm and bottom quarks
relative to the QCD scale, �QCD. The potential V (�r) can be parameterised as a
function of the relative separation, �r , between the quark Q and the anti-quark Q̄.
The problem is simplified mathematically if one models the system as an anti-quark
orbited by a quark with mass μ bound by an attractive relative central potential V (r)

(a common technique used in the textbook [10] solution of the Schrödinger equation
for the hydrogen atom). The parameter μ is known as the reduced mass. As the mass
of the heavy quark and anti-quark are equal, the reduced mass is simply μ = m Q/2,
where m Q is the mass of the heavy quark. If the spin of the quarks is neglected, the
binding energy Enl of the bound state can be found by solving the time-independent
Schrödinger equation (in natural units with � = 1) for the potential,

[
−∇2

2μ
+ V (r)

]
ψnlm(r, θ,φ) = Enl ψnlm(r, θ,φ) , (2.1)

where θ and φ are the polar and azimuthal co-ordinates of the heavy quark [10].
The quantum numbers n, l and m are the principal quantum number, orbital angular
momentum quantum number and its projection onto the z-axis respectively. The mass
of the quarkonium state is then given by Mnl = Enl + 2m Q . The parametrisation of
the problem with a spherically symmetric central potential in polar coordinates allows
the wavefunction ψnlm(r, θ,φ) to be factorised into a product of three functions,
ψnlm(r, θ,φ) = Rnl(r)�lm(θ)�m(φ). The product �lm(θ)�m(φ) is described by the
spherical harmonic functions Ylm(θ,φ) [10]. Thus the total wavefunction is given
by ψnlm(r, θ,φ) = Rnl(r)Ylm(θ,φ). The parametrisation of the solution can be
simplified further with the introduction of the reduced radial wavefunction unl(r) =
r Rnl(r). The Schrödinger equation can then be written as,

d2unl(r)

dr2 = 1

2μ

[
Enl − V (r) − l(l + 1)

2μr2

]
unl(r). (2.2)

The boundary conditions unl(0) = 0 and u′
nl(0) = Rnl(0) must also be imposed to

remove unphysical solutions [11]. Finally, the normalisation condition,

∫
|ψ|2r2 sin θdθdφdr =

∫ ∞

0
|unl(r)|2dr = 1 , (2.3)

must also be imposed to preserve unitarity [11].
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The form of the potential can be predicted from the qualitative features of QCD.
At short distances, less than 1 fm, corresponding to energies greater than the QCD
scale, �QCD, the potential can be calculated with perturbative QCD. The QCD static
potential can be derived from the leading order contribution (single gluon exchange)
to the Q Q̄ → Q Q̄ scattering amplitude. This leads to a potential with a form
analogous to the Coulomb potential of QED,

V (r) = −CαS

r
, (2.4)

where αS is the strong coupling constant and C is a constant factor related to the
colour configuration of the Q Q̄ state. For a Q Q̄ pair in a colour singlet configuration
C = 4/3, while for a colour octet configuration C = −1/6. It is important to note that
the overall potential is attractive (V < 0) only for the colour singlet configuration,
and so Q Q̄ pairs in a colour octet configuration can not form bound states, a feature
consistent with experimental observations.

At distances beyond around 1 fm, corresponding to energies similar to or less
than �QCD, the coupling becomes strong, leading to a confinement regime. In this
regime, perturbative QCD is no longer valid as αs is no longer small. Instead, a
phenomenologically motivated potential must be used. The most common model
is still inspired by the qualitative features of QCD, where a colour field flux tube
forms between colour charges separated by large distances, leading to a distance
independent confining force [12]. This can be interpreted as a long range linear
confining potential,

V (r) = Kr, (2.5)

where K is a parameter often called the QCD string tension [11]. The parameter K
is chosen with input from the experimentally measured spectrum and typically takes
values of around 0.18 GeV2 [12]. This “Coulomb + Linear” potential (alternative
parametrisations also exist, such as the Cornell [13] and Richardson [14] potentials)
can be used to provide a reasonably good description of the spin-independent features
of the experimentally measured charmonium and bottomonium spectra. The QCD
static potential can also be calculated to higher perturbative orders to provide a more
accurate description which includes an explicit running of the strong coupling. This
naturally leads to a confining behaviour at large separations, negating the need for
the phenomenologically motivated additional terms [11]. In addition to higher order
QCD corrections, corrections to the non-relativistic approximation can also be added
to improve the accuracy of the model. Further spin-dependent terms must be included
to reproduce the hyperfine splitting between the 1S0 (ηc, ηb) and 3S1 (J/ψ, ϒ) states
and the fine structure of the P-wave χ states. The addition of terms that model the
spin-orbit and hyperfine interactions leads to much more precise predictions that can
be directly compared with experimental measurements.

Tables 2.1 and 2.2 show a collection of potential model and lattice QCD predictions
for the masses of selected charmonium and bottomonium states. The agreement of
modern potential model predictions with the experimental values is very good [15].
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Table 2.1 Theoretical predictions for the masses of the charmonium states below the DD̄ threshold

Expt. state n2S+1 L J Expt. mass Pot. [16] Pot. [15] Latt. [7]
ηc(1S) 11S0 2983.7(7) 2975 2979 3000(2)

J/ψ 13S1 3096.92(1) 3098 3096 Fixed to expt.

hc 11 P1 3525.4(1) 3517 3526 –
χc0 13 P0 3414.8(3) 3445 3424 –
χc1 13 P1 3510.66(7) 3510 3510 –
χc2 13 P2 3556.20(9) 3550 3556 –
ηc(2S) 21S0 3639.4(1) 3623 3588 3680(6)

ψ(2S) 23S1 3686.109(1) 3676 3686 3717(8)

Predictions from potential models (Pot.) [15, 16] and lattice QCD (Latt.) [7] are compared to the
world average experimental masses [1]. All masses are quoted in units of MeV

Table 2.2 Theoretical predictions for the masses of the S and P-wave bottomonium states

Expt. state n2S+1 L J Expt. mass Pot. [16] Pot. [15] Latt. [8]
ηb(1S) 11S0 9398(3) 9402 9400 9390(9)

ϒ(1S) 13S1 9460.3(3) 9465 9460 –

hb(1P) 11 P1 9899(1) 9882 9901 9905(7)

χb0(1P) 13 P0 9859.4(4) 9847 9865 –
χb1(1P) 13 P1 9892.8(3) 9876 9892 –
χb2(1P) 13 P2 9912.2(3) 9897 9913 –
ηb(2S) 21S0 9999(4) 9976 9993 9988(3)

ϒ(2S) 23S1 10023.3(3) 10003 10023 –

hb(2P) 21 P1 10259.8(1) 10250 10261 –
χb0(2P) 23 P0 10232.5(5) 10226 10234 –
χb1(2P) 23 P1 10255.5(5) 10246 10255 –
χb2(2P) 23 P2 10268.7(5) 10261 10268 –
ηb(3S) 31S0 − 10336 10328 –

ϒ(3S) 33S1 10355.2(5) 10354 10355 10375(22)

Predictions from potential models (Pot.) [15, 16] and lattice QCD (Latt.) [8] are compared to the
world average experimental masses [1]. All masses are quoted in units of MeV

Recent lattice QCD results are also in reasonable agreement with data but tend to
have larger theoretical uncertainties [7–9].

Within the past ten years, many new states have been observed which decay to
quarkonium. These new states, typically denoted by X , Y or Z , have properties that do
not obviously fit into the conventional quarkonium model. These states have become
known as quarkonium-like states and their nature is still far from well understood. The
first such state to be discovered was the X (3872), observed by the Belle experiment in
B± meson decays to J/ψ π+π−K ± final states (with X (3872) → J/ψ π+π−) [17].
The discovery was promptly confirmed by CDF [18] and D0 [19] (in p p̄ collisions,
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through predominantly prompt production) with several other experiments (including
the LHC experiments) subsequently confirming the state’s existence. The X (3872)

is observed to be a narrow state (with an experimental width consistent with detector
resolution) but has a mass above the DD̄ threshold. The observation of the X (3872)

came as a shock since all known charmonium states with masses above the DD̄
threshold are broad states that readily decay to open-charm hadrons. Many theoret-
ical interpretations of the X (3872) have been proposed, including hadronic mole-
cules, tetra-quark states and hybrid charmonium, though its nature is still not firmly
established [20]. Since the discovery of the X (3872), many other charmonium-like
and bottomonium-like states have also been observed (including manifestly exotic
charged states), in multiple final states with varying levels of confirmation [1, 20].
These observations have prompted a significant amount of recent theoretical work.
However, to date, no single theoretical interpretation can claim to describe the full
spectrum of new states adequately, suggesting that multiple mechanisms may be at
play. The LHC experiments and B factories are actively studying these states and
new measurements of production cross sections and quantum numbers are beginning
to shed more light on these mysterious states [21, 22].

2.2 Quarkonium Production

Quarkonium states can be produced in a variety of different interactions at modern
experiments. Common initial states include hadron-hadron collisions (typically pp
or p p̄ at collider experiments), hadron-nucleon (typically p or p̄ on a fixed nuclear
target), e+e− collisions, γγ collisions and ep collisions. The following discussion
will focus on the production of quarkonium states in hadronic collisions. Various
models describing the production of quarkonium in hadronic collisions exist. The
following discussion will attempt to summarise the main models with more emphasis
given to the more recent and successful ones.

2.2.1 The QCD Factorisation Method

Particle production in hadronic collisions can be described within QCD in terms of the
interactions between the constituent quarks and gluons (also known as partons) within
the colliding hadrons. The cross section for the process H1(P1) + H2(P2) → X ,
where H1,2 are initial state hadrons with four-momentum P1,2 and X is an arbitrary
system of final state particles, can be described by,

σ(P1, P2) =
∑

i, j

∫
dx1dx2 fi (x1,μ

2) · f j (x2,μ
2) · σ̂i j (p1, p2,αS(μ2), Q2/μ2) ,

(2.6)
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Fig. 2.3 A diagram of hard
parton-parton scattering
within a hadron-hadron
collision
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where the indices i, j run over the different parton species within the hadron [23].
This process is shown in diagrammatic form in Fig. 2.3. The quantities x1,2 denote the
fractions of the initial hadron momenta carried by the partons participating in the hard
interaction. Only the longitudinal component of the initial state hadron momentum
is considered and the small transverse component is neglected. The momentum of an
interacting parton p is then given by p = x P . The functions fi (x,μ2) are known as
parton distribution functions (PDF) and represent the probability density of finding
a parton of species i with momentum fraction x within the parent hadron at a given
factorisation scale μ. The partonic cross section σ̂i j is the cross section for the
scattering of the two partons i and j to produce the system X . The quantity Q is
the characteristic scale of the hard scattering, for example the mass of the heavy
quark in quarkonium production. The factorisation scale μ is the typical scale below
which long distance (low energy) effects dominate and above which short distance
(high energy) effects dominate. The factorisation scale is often chosen to be the
same as the hard scattering energy scale, μ = Q [23]. This definition of μ allows
the calculation of the total cross section to be factorised into a convolution between
PDFs and a partonic cross section σ̂. Parton behaviour at energy scales below μ,
such as the emission of soft gluons, is absorbed into the description of the PDF,
negating the need for it to be considered in σ̂. Through this approach, σ̂ needs only to
describe hard scattering processes for a reliable calculation of inelastic cross sections
to be made. The partonic cross section describing the hard parton scattering can be
reliably calculated perturbatively, since the strong coupling at the hard scattering
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energy scale Q is weak due to asymptotic freedom. It should be noted that the
majority of the total inelastic cross section for hadron-hadron interactions represents
only soft parton interactions leading to low energy final states. These events must be
described in an alternative manner. However, the production of a heavy quark pair
(leading to quarkonium production) is a process that is typically well described by
the factorisation model.

Examples of proton PDFs for the various parton species are shown in Fig. 2.4,
calculated at two different scales. As expected from the quark model of the proton,
much of the momentum of the proton is carried by the u and d valence quarks, but
this does not account for all of the proton’s momentum. Fluctuations in the QCD
vacuum can lead to the production of qq̄ pairs of any flavour within the proton at
sufficiently high Q2. These sea quarks do not carry much of the proton momentum
but populate a significant fraction of the low x phase space as Q2 increases. The
remaining significant fraction of the proton’s momentum is carried by low x gluons.
In fact, gluons constitute the dominant contribution in the lowest x region. This is
an important feature of the PDF for quarkonium production at a hadron collider.
Quarkonium production at central rapidity is typically a low x and low Q2 process.
The momentum transfers x1,2 required for a system of mass M at a given centre-
of-mass (CM) energy

√
s are given by M = √

x1x2s. For example, at the LHC at√
s = 7 TeV, the production of a J/ψ with a mass around 3.1 GeV imposes the

constraint x1x2 ≈ 2 × 10−7. As a consequence of this, gluon initiated quarkonium
production forms the dominant contribution to the total production cross section at
high energy hadron colliders.

-410 -310 -210 -110

)2
xf

(x
,Q

0

0.2

0.4

0.6

0.8

1

1.2

g/10

d

d

u

u
ss,

cc,

2 = 10 GeV2Q

x

-410 -310 -210 -110 1

)2
xf

(x
,Q

0

0.2

0.4

0.6

0.8

1

1.2

x

-410 -310 -210 -110

)2
xf

(x
,Q

0

0.2

0.4

0.6

0.8

1

1.2

g/10

d

d

u

u

ss,

cc,

bb,

2 GeV4 = 102Q

-410 -310 -210 -110 1

)2
xf

(x
,Q

0

0.2

0.4

0.6

0.8

1

1.2

MSTW 2008 LO PDFs (68% C.L.)

Fig. 2.4 Proton parton distribution functions (PDF), calculated at leading order (LO) in perturbative
QCD, for the various parton species calculated by the MSTW group [27]. The PDFs are evaluated
at the scales of Q2 = 10 GeV2 and Q2 = 104 GeV2. The gluon PDF has been scaled down by a
factor of 10. Figure from [28]
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PDFs are fitted using experimental data. Data collected in a particular process
(e.g. jet production at the HERA ep collider) will probe only a particular region of
the Q2 versus x phase space. PDFs can only be useful tools to calculate cross sections
if they are known over a wide range of the Q2 versus x phase space, not necessarily
the regions where they are measured experimentally. However, the evolution of the
PDFs in Q2 is known from the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
equations [24–26]. Thus, a PDF measured as a function of x at a particular value
of Q2 can be evolved to an arbitrary Q2 (within the perturbative regime and at the
expense of some theoretical uncertainty) with the DGLAP equations, allowing cross
section predictions to be made in regions of phase space that have not yet been studied
experimentally.

Several different approaches have been developed to calculate the partonic cross
section, σ̂(i j → Q + X), which describes the formation of a quarkonium state
Q through the interaction of the partons i and j . The most phenomenologically
successful models will be described in Sects. 2.2.2–2.2.5.

2.2.2 Colour Evaporation Model

The Colour Evaporation Model (CEM) is an early model of quarkonium produc-
tion (proposed only a few years after the discovery of the J/ψ) but has proved to
be rather successful in describing the main features of quarkonium production in
hadronic collisions [29–31]. The main ansatz of the CEM is that any Q Q̄ pair pro-
duced in an hadronic collision will evolve into a quarkonium state if the Q Q̄ invariant
mass is below the relevant open-flavour threshold (DD̄ for charmonium and B B̄ for
bottomonium). Further to this, it is assumed that the Q Q̄ will evolve into a quarko-
nium state regardless of its spin and colour configuration. Soft gluon interactions
(inconsequential to the bulk kinematics of the Q Q̄ pair) are assumed to provide
the mechanism by which a Q Q̄ pair in an arbitrary spin and colour configuration
can become arranged into a state with the same quantum numbers as a quarkonium
state. For Q Q̄ pairs with an invariant mass below the open-flavour threshold, the
subsequent probability of the pair to evolve into a particular quarkonium state Q is
given by the fraction FQ [12], which is a phenomenologically determined constant,
with no dependence on kinematic variables, the quantum numbers of the Q Q̄ pair
or indeed the Q Q̄ production mechanism. While the fractions FQ must be extracted
from experimental data, they are assumed to be universal (i.e. process independent).
Table 2.3 shows the experimentally determined FQ parameters for various charmo-
nium and bottomonium states. The resulting model contains no free parameters and
is thus very predictive. The leading order cross section for the inclusive production
of a quarkonium state Q in a pp collision is given by,

σCEM(pp → Q + X) = FQ
∑

i, j

∫ 4M2
Q

4m2
Q

dŝ
∫

dx1dx2 fi (x1,μ) f j (x2,μ)σ̂Q Q̄
i j (ŝ)δ(ŝ − x1x2s),

(2.7)



2.2 Quarkonium Production 19

Table 2.3 The CEM parameters Fdir.
Q for the direct production of several charmonium and bot-

tomonium states relative to the inclusive parameters F inc.
J/ψ and F inc.

ϒ(1S) respectively

Charmonium State Q Fdir.
Q /F inc.

J/ψ Bottomonium State Q Fdir.
Q /F inc.

ϒ(1S)

J/ψ 0.62 ϒ(1S) 0.52

ψ(2S) 0.14 ϒ(2S) 0.33
χc1 0.60 ϒ(3S) 0.20
χc2 0.99 χb(1P) 1.08

– – χb(2P) 0.84

The inclusive parameters take values of F inc.
J/ψ = 0.0144−0.0248 and F inc.

ϒ(1S) = 0.0201−0.0508
where uncertainties in quark masses and PDFs are responsible for the ranges [12]. Parameter values
are taken from Refs. [12, 32]

where m Q is the mass of the heavy quark Q, MQ is the mass of the lightest meson

containing the heavy quark Q [12], σ̂
Q Q̄
i j is the partonic cross section for i j →

Q Q̄ production (where the indices i, j run over the parton species) and
√

ŝ is the
partonic centre-of-mass energy. The partonic cross section for i j → Q Q̄ production
is typically calculated in perturbative QCD.

More recent implementations of the CEM have been successful in describing the
general features of charmonium production at the Tevatron [33]. However, in other
respects the CEM stands in stark contrast with experimental observations. For exam-
ple, the cross section for χc production relative to J/ψ production is considered
to be a universal constant, irrespective of the Q Q̄ production mechanism. Contrary
to this expectation, the available hadroproduction and photoproduction data on this
ratio are not in good agreement [12]. The soft interactions that modify the quantum
numbers of the initial Q Q̄ system are assumed to lead to a uniform distribution of
quarkonium spin states, with no particular configuration being preferred. This in
turn predicts that the relative direct production rates for quarkonium states with the
same orbital angular momentum quantum number, L , are determined by a simple
counting of the allowed spin states [12]. For example, this suggests that the direct
production rates of the χcJ states should satisfy the ratios 1 : 3 : 5 for the J = 0, 1, 2
states, respectively. This feature is not observed experimentally; in fact more χc1 is
observed to be produced relative to χc2 in hadronic collisions, even after feed-down
from ψ(2S) decays is considered [34–36]. Overall, while the CEM successfully
reproduces the general characteristics of quarkonium production in hadronic colli-
sions, it consistently fails to describe the majority of the experimental data adequately
on a quantitative level [37].

2.2.3 Colour Singlet Model

The colour-singlet model (CSM) is one of the earliest models of quarkonium produc-
tion and centres around the idea that a Q Q̄ pair is produced with the same quantum
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numbers as the quarkonium state into which it subsequently evolves [38–41]. Any
physical hadronic state is required to be a colour singlet, and thus in the CSM, the Q Q̄
pair must be directly produced in a colour singlet state and possessing the spin and
angular momentum quantum numbers of the quarkonium state that it will eventually
form. The probability for a Q Q̄ pair to evolve into a quarkonium state is determined
from the values of the colour singlet Q Q̄ wavefunction (and its spatial derivatives)
evaluated at the origin. These quantities are determined from potential models of
the Q Q̄ system and are constrained with experimental data on quarkonium decay
widths (also related to the wavefunction at the origin). Other than the input on the
Q Q̄ wavefunction, the CSM contains no free parameters and is thus very predic-
tive [12]. The partonic cross section for the production of a quarkonium state Q with
quantum numbers 2S+1L J is given in the CSM by

σ̂CSM(i j → Q
[

2S+1L J

]
+ X) =

∣∣∣∣
d L�nl(0)

dr L

∣∣∣∣
2

σ̃i j (i j → Q Q̄
[

2S+1L J

]
) , (2.8)

where �nl is the Q Q̄ wavefunction and σ̃i j is the partonic cross section for the
interaction of the partons i and j to produce a colour singlet Q Q̄ pair with the
quantum numbers 2S+1L J [42].

The CSM enjoyed some success in predicting quarkonium production until exper-
imental data from the Tevatron suggested that the CSM significantly underestimated
the prompt charmonium cross section in p p̄ collisions at

√
s = 1.8 [43] (see Fig. 2.6).

The CSM encounters further difficulties in predicting the production and decay of
quarkonium states with non-zero orbital angular momentum, such as the L = 1
χ states. Such calculations lead to infrared divergences that can only be cancelled
through the inclusion of colour-octet contributions [12]. However, several modern
proponents of the model exist, with recent calculations, including next-to-leading
(NLO) and next-to-next-to-leading (NNLO) corrections in αS, enjoying improved
agreement with experimental data [44]. However, the sizes of these higher order cor-
rections are found to be large, leading to concerns that the perturbative series may not
be convergent [20]. As a result of these inconsistencies and its lack of experimental
support, many consider the CSM no longer to be a theoretically robust model of
quarkonium production.

2.2.4 kT Factorisation

The kT factorisation method is based upon an alternative procedure used to calculate
the inclusive hadron-hadron scattering cross sections, distinct from that discussed
in Sect. 2.2.1. The usual approach considers only the longitudinal momentum of the
initial state partons and assumes that they possess zero initial transverse momentum;
this is known as the collinear factorisation approach. The kT factorisation approach
uses alternative PDFs that include an explicit transverse momentum dependence,
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known as unintegrated parton distribution functions (uPDF). These kT dependent
uPDFs are often coupled with a partonic cross section calculated with the CSM.
The proponents of this method argue that some of the shortcomings of the CSM
are related to the approximations of collinear factorisation and that the use of kT
dependent uPDFs can remedy this [45]. Several predictions exist that significantly
improve the agreement of the leading order (LO) CSM with experimental data [46,
47]. However, kT dependent uPDFs (particularly the gluon distributions) suffer from
much larger uncertainties than conventional PDFs and are not well constrained by
experimental data.

2.2.5 NRQCD Factorisation

NRQCD factorisation represents the most successful approach to predicting quarko-
nium production, both in terms of its ability to describe many key experimental
results and its theoretical completeness in comparison to earlier approaches [48].

One of the theoretical challenges associated with describing quarkonium produc-
tion within QCD is the presence of multiple important energy-momentum scales.
The heavy quark mass and parton hard-scattering momentum scales are generally
significantly larger than �QCD. At these scales αS is generally small enough that per-
turbative methods can be used. However, other important effects involve inherently
low energy processes (such as the evolution of a Q Q̄ pair into a physical quarkonium
state), which cannot be calculated perturbatively.

The energy-momentum scales relevant to quarkonium production include: the
mass of the heavy quark, m Q ; the typical momentum of the heavy quark in the CM
frame of a Q Q̄ bound state, m Qv (where v is the velocity of a heavy quark in the CM
frame); and the typical binding energy of the Q Q̄ pair, approximately m Qv2 [20].
For charmonium and bottomonium, the heavy quark CM velocity is sufficiently low
(v2 ≈ 0.3 and v2 ≈ 0.1, respectively) that non-relativistic approximations are valid.
The final relevant momentum scale is the hard scattering scale, Q2, which is typically
given by the transverse momentum of the produced quarkonium state in hadronic
collisions. The momentum scales m Q and Q2 are related to short distance effects
such as the formation of a Q Q̄ pair while the scales m Qv and m Qv2 are associated
with long distance effects such as hadron formation.

In order to make use of well-founded perturbative calculational techniques, the
high momentum (short distance) effects that can be calculated within perturbation
theory must be separated from the low momentum effects (long distance) which
cannot. This is known as the “factorisation” of effects based on their momentum
scale [12]. This factorisation can be achieved through the use of the effective field
theory of non-relativistic QCD (NRQCD) [49]. An effective field theory can be
considered as an approximate theory which contains only the degrees of freedom
necessary to describe phenomena up to a particular scale. The effective theory of
NRQCD can be shown to reproduce the results of QCD at momentum scales of m Qv

and below [12].
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The inclusive cross section for the direct production of a quarkonium state Q
in proton proton collisions takes the form of a sum over products of short dis-
tance coefficients σ̃n

[
pp → Q Q̄[n]] and long distance matrix elements (LDMEs)

〈Q|On |Q〉 = 〈OQ
n (�)

〉
,

σ
(

pp → Q + X ′) =
∑

n

σ̃n

[
pp → Q Q̄[n] + X

]
(�) ·

〈
OQ

n (�)
〉
, (2.9)

where the parameter � represents the high energy cut-off scale of the effective
theory. The σ̃n

[
pp → Q Q̄[n]] represent the short distance production cross sections

for a Q Q̄ pair with colour, spin and angular momentum quantum numbers, n, and
can generally be calculated with perturbative QCD. One important feature of this
approach is that the Q Q̄ pair need not be produced with the same quantum numbers
(colour, spin and angular momentum) as the quarkonium state into which it will
evolve. Crucially, this allows the Q Q̄ pair to be produced in either a colour singlet
or a colour octet configuration.

The LDMEs are vacuum expectation values of the four-fermion NRQCD opera-
tors, On , which represent the probabilities for a Q Q̄ pair with a given set of colour,
spin and angular momentum quantum numbers, n, to evolve into the quarkonium state
Q plus anything (the quantum numbers of Q need not be identical to that of the Q Q̄
pair). These matrix elements encode all of the non-perturbative physics associated
with the evolution of a Q Q̄ pair into a quarkonium state [20]. One useful property of
the long-distance matrix elements is that they are process independent [12]. While
this property has not been proven unambiguously, it is phenomenologically very use-
ful and adds to the predictive power of the NRQCD factorisation approach. However,
it is not yet known whether the LDMEs needed for the calculation of quarkonium
production can be directly calculated from theory (i.e. with lattice QCD simulations).
All present calculations in NRQCD use LDMEs extracted phenomenologically, by
fitting experimental data.

The sum in the factorisation formula shown in Eq. 2.9 can be parametrised as an
expansion in powers of αS and v. Calculations in the NRQCD factorisation approach
are performed by truncating this expansion at a fixed order in v. After truncation,
only a finite number (of the infinite number in Eq. 2.9) of unknown LDMEs con-
tribute, making phenomenological predictions possible [20]. The CSM discussed in
Sect. 2.2.3 can be derived from NRQCD factorisation by considering only the colour
singlet term from Eq. 2.9, at leading order in v, in which the quantum numbers of
the Q Q̄ pair are the same as the quarkonium state Q [20].

The predictive power of the NRQCD factorisation approach relies upon the avail-
ability of a set of LDMEs that are complete at a given power in v which also provide
useful predictions (i.e. beyond trivial case of the CSM). The symmetries of NRQCD
predict several approximate relationships between different LDMEs, which reduces
the total number of independent free parameters needed at a given order in v [12,
48].
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In the case of operators that have the same Q Q̄ angular momentum and colour
quantum numbers as the dominant Fock state (eigenstates of the particle number
operator) of the corresponding quarkonium state, an approximate relationship exists
(up to corrections in v) between some LDMEs and the Q Q̄ wavefunctions (and their
derivatives) evaluated at the origin (as used in the CSM and in potential models
of the quarkonium spectrum) [12]. Two examples of this relationship are shown in
Eqs. 2.10 and 2.11, which relate the colour singlet matrix elements for the dominant
Fock state for the J/ψ and χcJ to their wavefunctions �Q (and derivatives) and a
colour factor. These relationships allow the direct extraction of the CSM, formulated
in terms of the Q Q̄ wavefunctions, from NRQCD.

〈
OJ/ψ

1

(
3S1

)〉
= 3Nc

2π

∣∣�J/ψ(0)
∣∣2

(
1 + O(v4)

)
(2.10)

〈
OχcJ

1

(
3 PJ

)〉
= (2J + 1)

3Nc

2π

∣∣∣� ′
χcJ

(0)

∣∣∣
2 (

1 + O(v2)
)

(2.11)

The simplest yet non-trivial truncation in v yields four independent matrix elements
for an S-wave multiplet (J/ψ and ηc) and two independent matrix elements for a
P-wave multiplet (χcJ and hc) [12]. The typical choice of S-wave matrix elements is〈
OJ/ψ

1

(
3S1

)〉
,
〈
OJ/ψ

8

(
1S0

)〉
,
〈
OJ/ψ

8

(
3S1

)〉
and

〈
OJ/ψ

8

(
3 P0

)〉
, which enter the expan-

sion in v at orders 1, v3, v4 and v4 respectively [12]. The P-wave matrix elements

are typically chosen to be
〈
Oχc0

1

(
3 P0

)〉
and

〈
Oχc0

8

(
3S1

)〉
, which both contribute at

order v2 [12]. Together, these matrix elements can be used to calculate the produc-
tion cross sections for all of the spin states in the S-wave and P-wave multiplets and
can thus provide specific predictions for the polarisation of the quarkonium states. It
should be noted that separate matrix elements exist for each set of radial excitations,
n. For example, the matrix elements for ψ(2S) production differ from the equivalent
matrix elements for J/ψ production and must be obtained separately. Many physical
observables that can be extracted from experimental data are only sensitive to a linear
combination of colour octet matrix elements. The linear combination,

MQ
k =

〈
OQ

8

(
1S0

)〉
+ k

m Q

〈
OQ

8

(
3 P0

)〉
(2.12)

is often defined to facilitate the extraction of these matrix elements from data (an
appropriate value of k is chosen depending on the experimental observable). The
matrix elements for charmonium are reasonably well known. Table 2.4 shows a set of
NRQCD matrix elements extracted from charmonium production cross sections (dif-
ferential in transverse momentum) measured by CDF [43, 50], taken from Ref. [51].
The situation for bottomonium production is less clear due to the comparative lack of
data and the large and complex feed-down contributions to the ϒ(nS) cross sections.
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Table 2.4 NRQCD matrix elements for charmonium production extracted from CDF data [43, 50],
taken from Ref. [51]

J/ψ
〈
OJ/ψ

1

(
3S1

)〉 〈
OJ/ψ

8

(
3S1

)〉
M J/ψ

3.5

1.16 GeV3 (1.19±0.14)×10−2 GeV3 (4.54±1.11)×10−2 GeV3

ψ(2S)
〈
Oψ(2S)

1

(
3S1

)〉 〈
Oψ(2S)

8

(
3S1

)〉
Mψ(2S)

3.5

0.76 GeV3 (0.50±0.06)×10−2 GeV3 (1.89±0.46)×10−2 GeV3

χc0

〈
Oχc0

1

(
3 P0

)〉 〈
Oχc0

8

(
3S1

)〉 −
0.11 GeV3 (0.31±0.04)×10−2 GeV3 −

2.2.6 Charmonium Production in b-hadron Decay

The decays of hadrons containing b quarks represent a significant contribution to
charmonium production in hadronic collisions. No analogous process contributes
to bottomonium production due to the absence of hadrons containing top quarks.
Bottom quarks, and thus b-hadrons, are copiously produced at high energy hadron
colliders and the typical inclusive branching fractions for the decays of b-hadrons
(Hb) to final states including charmonium states C, B(Hb → C + X) are of order
10−3. The fragmentation of b quarks tends to produce a mixture of ground state and
excited b-hadrons (such as the B∗(∗) mesons). The excited states quickly decay to
the ground state mesons, B±, B0, B0

s , and the weakly decaying b-baryons (e.g. �b),
all of which can subsequently decay to final states involving a charmonium state.
The fraction of b quarks that fragment into Bc mesons is expected to be very small
(∼0.2 % from Tevatron measurements) [1].

Charmonium production from b-hadron decays produced in hadron collisions is
typically described with a phenomenological model consisting of a b quark produc-
tion cross section calculated in perturbative QCD, coupled with a phenomenolog-
ical or data-driven description of the b quark fragmentation process and b-hadron
decay [52]. Thus, the total cross section for the production of the charmonium state
C from b-hadron decay in pp collisions can be given by,

∑

i

[
σ̃(pp → b + X ′) ⊗ f (b → Hi

b) ⊗ D(Hi
b → C + X)

]
· B(Hi

b → C + X) ,

(2.13)
where the index i runs over the relevant weakly decaying b-hadrons and the ⊗
symbol represents a convolution in momentum [52]. The cross section σ̃ describes
the inclusive production of b quarks in pp collisions and is typically calculated with
perturbative QCD. The fragmentation functions f (b → Hb) give the probability for a
b quark to produce a b-hadron Hb with a fraction z of the initial b quark momentum.
These functions typically contain a single free parameter which is determined by
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Table 2.5 The mixture of b-hadrons measured in Z → bb̄ decays at LEP and p p̄ → bb̄ + X
production at the Tevatron [1]

b-hadron Fraction (%)

LEP Z → bb̄ Tevatron
p p̄ → bb̄ + X

Combination

B±, B0 40.3 ± 0.9 33.9 ± 3.9 40.1 ± 0.8

B0
s 10.3 ± 0.9 11.1 ± 1.4 10.5 ± 0.6

b-baryons 9.0 ± 1.5 21.2 ± 6.9 9.3 ± 1.6

The fractions for B± and B0 are considered to be equal (i.e. a factor of 2 is understood in this case
such that all of the fractions to sum to unity)

fitting experimental data. Typical analytical forms include the Kartvelishvili function
shown in Eq. 2.14 and the Peterson function shown in Eq. 2.15 [53, 54].

f (z) = zα(1 − z) (2.14)

f (z) = 1

z

(
1 − 1

z
− εP

1 − z

)−2

(2.15)

The b quark fragmentation functions have been precisely measured by the LEP exper-
iments in Z → bb̄ decays. Typical fitted values for the Peterson and Kartvelishvili
parameters are εP = 41.2 × 10−4 and α = 11.9 [55]. The fragmentation func-
tions are generally only measured for the inclusive mixture of b-hadrons produced in
Z → bb̄ decays and not separately for each individual b-hadron species. The mea-
sured b-hadron mixtures produced in Z → bb̄ decays at LEP and in p p̄ → bb̄ + X
production at the Tevatron are shown in Table 2.5. There is a difference between the
LEP and Tevatron results, suggesting that the fractions may have some dependence
on the average b-quark momentum (around p ∼ m Z/2 at LEP, but typically lower
at the Tevatron).

The functions D(Hb → C + X) are analogous to the b quark fragmentation
functions and describe the fraction of the b-hadron momentum carried by the char-
monium state C in the decay Hb → C+ X and are often parametrised in terms of the
momentum of the charmonium state in the rest frame of the decaying b-hadron, p∗.
These distributions have been measured in the decays of the B±/B0 meson mixture
produced in ϒ(4S) decays at the B factories [56], though no data exist for inclusive
B0

s or b-baryon decays.
The branching fractions for the inclusive production of charmonium states in the

decays of the B±/B0 meson mixture produced in ϒ(4S) decays have been precisely
measured by the CLEO, BaBar and Belle experiments [1]. At hadron collider exper-
iments, where the dominant source of b-hadron production is via b quark fragmenta-
tion, the b-hadron mixture, and the corresponding inclusive charmonium branching
fractions, are less well known. Several measurements of the branching fractions for
the inclusive decays B (b → J/ψ + X) and B (b → ψ(2S) + X) have been made
for the b-hadron mixtures produced at LEP, the Tevatron and LHC, though little data
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Table 2.6 Branching fractions for the inclusive decays of b-hadron mixtures to final states including
charmonium

State Inclusive branching fraction

B±/0 (ϒ(4S) Decays) B±/0, B0
s , b-baryon (LEP, tevatron and LHC)

J/ψ (10.94 ± 0.32) × 10−3 (11.6 ± 1.0) × 10−3

ψ(2S) (3.07 ± 0.21) × 10−3 (2.83 ± 0.29) × 10−3

χc1 (3.86 ± 0.27) × 10−3 (14 ± 4) × 10−3

χc2 (1.3 ± 0.4) × 10−3 −
Data taken from Ref. [1]

exist for inclusive decays to the χc states (none in fact for χc2). Table 2.6 summarises
the world average measurements on inclusive branching fractions for the decays of b-
hadron mixtures to final states including charmonium. While the inclusive branching
fractions for decay to J/ψ and ψ(2S) from B±, B0 and from B±, B0, B0

s , b-baryon
mixtures are compatible, the measurements do not agree for χc1, where the only
B±, B0, B0

s , b-baryon measurements are from LEP. This may suggest that the χc1
inclusive branching fractions are more sensitive to the B0

s or b-baryon content of the
b-hadron mixtures than are the J/ψ and ψ(2S) inclusive branching fractions.

The limited knowledge of the production fractions, fragmentation functions and
inclusive branching fractions for the relevant b-hadron species in hadron collider
experiments constrains the accuracy with which charmonium production from b-
hadron decays can be predicted. Furthermore, the universality of the b-hadron pro-
duction fractions and inclusive branching fractions measured at LEP and the hadron
colliders has not been proven. Several measurements, particularly the b-hadron pro-
duction fractions shown in Table 2.5, point towards a potential systematic discrep-
ancy and potentially significant source of uncertainty that is often not considered.
Nonetheless, modern predictions for charmonium production from b-hadron decay
calculated within this semi-phenomenological framework have experienced much
success in describing the data from the Tevatron and LHC experiments [52, 57].

2.2.7 Hadron Collider Quarkonium Production
Phenomenology

The inclusive production of quarkonium states in hadronic collisions can be sepa-
rated into two distinct processes: direct production and feed-down. Direct produc-
tion denotes the production of a quarkonium state “directly” in a hard scattering
process, as described in the preceding discussion in this chapter. Feed-down denotes
the production of quarkonium states in the decay of other quarkonium states (or b-
hadrons in the case of charmonium). The inclusive production of a given quarkonium
state in hadronic collisions is often a complicated mixture of direct production and
feed-down, particularly for the ground state quarkonia. The total feed-down con-
tribution often represents many individual contributions from various decay chains
(e.g. ψ(2S) → J/ψ π+π− and χcJ → J/ψ γ) and is typically experimentally
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indistinguishable from direct production unless the full feed-down decay chain is
reconstructed. However, in the case of charmonium production, one major feed-
down contribution can be reliably separated. The contribution from the decays of
b-hadrons can often be separated experimentally from the inclusive production cross
section through an exploitation of the long lifetime of the weakly decaying b-hadrons
with an analysis of a suitable decay time variable. The experimentally separated con-
tribution from the decays of b-hadrons is often called the non-prompt contribution,
while the remainder is referred to as the prompt contribution. The distinction between
prompt and non-prompt charmonium production is important as the two processes are
described theoretically within distinct calculational frameworks. Meaningful com-
parisons between experimental data and theoretical models of charmonium produc-
tion can only be made if the prompt/non-prompt separation has been performed.
This complication is absent in bottomonium production (though feed-down between
bottomonium states is present). At hadron collider experiments, generally only the
spin triplet S = 1 quarkonium states are studied as they can decay directly to a
di-lepton final state or can readily decay to a vector quarkonium state (i.e. the χ
states). This situation occurs because the dominantly hadronic final states of the spin
singlet S = 0 quarkonia cannot be triggered upon due to the very large combinatorial
backgrounds, while the di-lepton signature is very clean experimentally.

The most common quarkonium production observable is the cross section, mea-
sured either as an absolute quantity or differentially in an appropriate kinematic
variable (typically the transverse momentum and/or (pseudo-)rapidity of the quarko-
nium state). Absolute and differential cross sections are often very sensitive to various
production processes and are usually the primary means through which the validity
of theoretical models is tested. The other important observable for quarkonium states
with non-zero total angular momentum J (e.g. the J = 1 J/ψ and ϒ states) is the
polarisation of the quarkonium. The polarisation is related to the angular momen-
tum eigenstate, Jz , composition of a quarkonium state with respect to an axis z. In
general, a quarkonium state Q with total angular momentum J can be produced in
a linear superposition of the allowed angular momentum eigenstates of Jz given by,

|Q〉 =
J∑

m=−J

am |Q; J, m〉 , (2.16)

such that Ĵz |Q; J, m〉 = m |Q; J, m〉 and the coefficients am satisfy
∑

m |am |2 =
1. Different production mechanisms can lead to a preference for quarkonia to be
produced in particular angular momentum eigenstates (measured with respect to
an appropriate axis) due to angular momentum, parity and helicity conservation (in
strong and EM interactions). This sensitivity to the production mechanism makes the
quarkonium polarisation a very important observable that often provides information
complementary to that accessed through cross section measurements. One example
of this sensitivity is the production of a vector (J PC = 1−−) quarkonium state V
through gluon fragmentation (g → Q Q̄ → V + X ). In the case of an on shell gluon
(which must have helicity ±1), to conserve angular momentum, the quarkonium
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Fig. 2.5 The angles relevant
to the measurement of
quarkonium polarisation in
V → �+�− decays. The
angles θ and φ are defined in
the quarkonium rest frame.
The production plane is the
plane which contains the
momentum of the colliding
hadrons. Various conventions
determine the direction of
the polarisation axis z.
Figure from Ref. [59]

quarkonium 
rest frame

production
plane

yx

z

state V must be produced in a state where Jz = ±1 when measured along the axis
of gluon propagation (approximately the direction of quarkonium propagation, since
X is typically soft).

Quarkonium polarisation is measured experimentally through an analysis of the
angular distributions of the quarkonium decay products. The most common choices
of decay for the measurement of quarkonium polarisation are the di-lepton decays
of the vector quarkonium states V → �+�−. The polarisations of the vector states
can also be used to probe the polarisation of the P-wave χ states in the radiative
decays χ → V γ → �+�−γ [58]. Vector quarkonia are said to have a transverse
polarisation if they are in a Jz = ±1 eigenstate or a longitudinal polarisation if in a
Jz = 0 eigenstate. Contrary to the nomenclature (adopted in analogy with the photon,
and in reference to the electromagnetic field), the spin vector is aligned along z for
a transverse polarisation and perpendicular to z for a longitudinal polarisation [59].

Figure 2.5 shows the typical system of axes and angles adopted in measurements
of quarkonium polarisation. The polar angle, θ, between the positive lepton and the
polarisation axis, and the azimuthal angle, φ, between the positive lepton (in the
V rest frame) and the production plane (also measured in the V rest frame) are
the typical angular observables used in quarkonium polarisation measurements in
V → �+�− decays.

Typical choices of the polarisation axis include the helicity frame (HX), defined
as the quarkonium line of flight in the lab frame, the Collins-Soper frame, defined
as the bisector of the angle between the two hadron momenta in the quarkonium rest
frame, and the Gottfried-Jackson frame, defined as the direction of one of the hadron
momenta in the quarkonium rest frame [59]. In the case of the inclusive production of
V in hadron collisions, the two dimensional angular distribution W (θ,φ) is given by

W (θ,φ) ∝ 1

(3 + λθ)

[
1 + λθ cos2 θ + λφ sin2 θ cos 2φ + λθφ sin 2θ cos φ

]
,

(2.17)

where the λ coefficients (|λ| ≤ 1) are related to the angular momentum eigenstate
composition of the produced quarkonia. In the case of pure transverse polarisation
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(Jz = ±1) λθ = +1 and λφ = λθφ = 0, while for longitudinal polarisation λθ = −1
and λφ = λθφ = 0.

2.2.7.1 Charmonium Production Phenomenology

Charmonium production at hadron colliders is generally studied with the J/ψ, χcJ

and ψ(2S) states. The J/ψ is the most studied state as it is the most accessible from an
experimental perspective. The inclusive production of prompt J/ψ (i.e. neglecting
the experimentally separable contribution from b-hadron decays) is composed of
three major contributions; direct production, feed-down from radiative χc decays
and feed-down from the decays of the ψ(2S). The direct contribution is dominant
and represents around (64 ± 6)% of the cross section [50]. The radiative decays of
χcJ → J/ψ γ contribute around (25 ± 5)% while the hadronic decays ψ(2S) →
J/ψ + X (the inclusive branching fraction for such decays is (60.3 ± 0.7)% [1])
contribute around (8.1±0.3)% [60]. The χcJ states are studied through their decays
χcJ → J/ψ γ and the prompt cross section is predominately direct with a small
feed-down contribution from ψ(2S) → χcJ γ decays of around 5 % of the total
rate [34]. Prompt ψ(2S) production is almost entirely direct due to the absence of
any higher mass states below the open-charm threshold.

2.2.7.2 Bottomonium Production Phenomenology

Bottomonium production at hadron colliders is studied with the ϒ(nS) and χb(n P)

states. The ϒ(nS) states are the most studied (similar to the J/ψ for charmo-
nium). The feed-down contributions to the ϒ(1S) cross section are complicated and
include contributions from the radiative decays of all the χb states and the hadronic
decays of the ϒ(2, 3S) states. The fraction of ϒ(1S) produced directly (in p p̄ col-
lisions at

√
s = 1.8 TeV) has been measured by CDF to be only 51 ± 16 % [61].

The corresponding fraction for the prompt ϒ(2S) cross section has not been mea-
sured, but is likely to be similar given the large branching fractions for the decays
χbJ (2P) → ϒ(2S)γ) (for J = 1, 2) and ϒ(3S) → ϒ(2S)X , all of which are
between 10–20 % [1]. The prompt ϒ(3S) cross section was once considered to be
fully direct, in analogy with the ψ(2S), though the recent discovery of a candidate for
the χb(3P) states now suggests that a possibly significant feed-down contribution
may exist [62, 63]. The radiative decays ϒ(nS) → χb((n−1)P)γ are the only dom-
inant feed-down contributions to the prompt χb(n P) cross sections. No data exist
on the direct fractions of prompt χb production. Radiative ϒ decays have branching
fractions at the level of between 3 and 13 % [1] (a rate similar to ψ(2S) → χcJ γ)
and are only expected to contribute at a low level, similar to the situation for χc in
the charmonium sector.
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Fig. 2.6 CDF measurements
of charmonium production in
p p̄ collisions at√

s = 1.8 TeV. The upper
figure shows the direct J/ψ
production cross section,
determined by subtracting
contributions from χc and
ψ(2S) feed-down. The
middle figure shows the
prompt ψ(2S) production
cross section while the lower
figure shows the contribution
to the prompt J/ψ
production cross section
from radiative χc decays.
The differential cross
sections in each figure are
compared with the prediction
from NRQCD (the sum of all
individual curves, denoted
total) and the CSM. All
figures from Ref. [51]
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2.2.8 Quarkonium Production Measurements at the Tevatron

The cross sections for the production of prompt J/ψ, ψ(2S) and χc were measured
by CDF in p p̄ collisions at

√
s = 1.8 TeV at the Tevatron in Run I (see Fig. 2.6)

[43, 50]. All of the dominant contributions to prompt J/ψ production were deter-
mined and an estimate of the direct J/ψ production cross section was made. Produc-
tion cross section measurements for the J/ψ and ψ(2S) states were also performed
with the much larger Tevatron Run II dataset collected at

√
s = 1.96 TeV [64, 65].

The D0 experiment also performed similar measurements with the Tevatron Run I
dataset [66]. The measured prompt J/ψ cross sections were found to be over an
order of magnitude greater than the expectations of the CSM, prompting a renais-
sance in theoretical models. NRQCD based predictions were subsequently found
to be in much better agreement with the measurements. No measurements of the
absolute χc production cross sections were performed with the Tevatron Run II
dataset (

√
s = 1.96 TeV) though a measurement of the relative prompt production

cross section σ(χc2)/σ(χc1) was made [34]. This measurement was the first to con-
tradict strongly the expectations of the CSM and CEM, measuring a χc1 cross section
in excess of that of χc2. The prompt and non-prompt J/ψ and ψ(2S) polarisations
were measured with the Tevatron Run II dataset by CDF [67]. CDF measured a
small longitudial polarisation for prompt J/ψ production, in disagreement with the
NRQCD prediction of a strong transverse polarisation which increases with trans-
verse momentum.

The production cross sections for the ϒ(nS) states in
√

s = 1.8 TeV p p̄ collisions
were measured by both D0 [68] and CDF [69] using the Tevatron Run I dataset. Both
measurements are well described by NRQCD based predictions in the high transverse
momentum region [51]. The polarisations of the ϒ(nS) states were also measured by
D0 [70] and CDF [71] with the Tevatron Run II dataset (

√
s = 1.96 TeV). Both exper-

iments observed a longitudinal polarisation. CDF measured only a slight longitudinal
polarisation for ϒ(1S) production (−0.23 < λθ < 0.01), though D0 measured a
much stronger longitudinal polarisation with a contradictory transverse momentum
dependence. The measurement of only the polar angle θ in ϒ → μ+μ− decays (inte-
grating over the azimuthal angle φ) and the use of frame dependent quantities has
been suggested as the source of this discrepancy [59]. Neither of the measurements
supports the NRQCD prediction of a transverse polarisation.

2.2.9 Quarkonium Production Measurements at the LHC

All of the LHC experiments have now contributed measurements of quarkonium pro-
duction at a variety of CM energies. The production cross sections for both prompt
and non-prompt J/ψ have been measured by all of the LHC experiments in pp
collisions at

√
s = 7 TeV [72–75] and at

√
s = 8 TeV [76]. The CMS and LHCb

experiments have also measured the prompt and non-prompt ψ(2S) production cross
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Fig. 2.7 The cross sections for prompt a and non-prompt b J/ψ production in pp collisions
at

√
s = 7 TeV measured by ATLAS [73]. The measurements of the prompt cross sections are

compared to the predictions of the CEM and the CSM while the non-prompt cross section is
compared to the predictions of the FONLL approach [52]

sections at
√

s = 7 TeV [74, 77]. The ATLAS, CMS and LHCb J/ψ and ψ(2S) dif-
ferential cross section measurements are shown in Figs. 2.7, 2.8 and 2.9 respectively.
The fraction of prompt J/ψ produced in the radiative decays χcJ → J/ψ γ was
measured at

√
s = 7 TeV to be between 14.0 % at low J/ψ transverse momentum

(3 GeV) rising to 26.8 % at higher transverse momentum (14 GeV) [78]. The pro-
duction cross section of χc2 relative to χc1 has also been measured by CMS [36]
and LHCb [35], confirming the CDF observation of σ(χc1) > σ(χc2). In general, all
of the prompt charmonium production cross sections measured at the LHC are well
described by NRQCD predictions (with LDMEs extracted from Tevatron data). The
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Fig. 2.8 The cross sections
for prompt J/ψ a and ψ(2S)

b production in pp collisions
at

√
s = 7 TeV measured by

CMS [74]. The
measurements are compared
to the predictions of NLO
NRQCD
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ALICE, CMS and LHCb experiments have all measured the polarisation of promptly
produced J/ψ [79–81]. All of the experiments measure only a weak polarisation,
consistent with zero in some regions of phase space. The CMS experiment has also
measured the polarisation of promptly produced ψ(2S) to be similarly weak [79].
These observations further increase the disagreement with the NRQCD predictions
of a strong transverse polarisation.
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Fig. 2.9 The cross sections for prompt J/ψ production in pp collisions at
√

s = 7 TeV measured
by LHCb [75]. The measurements of the prompt cross sections a are compared to the predictions
of NRQCD and the CSM while the non-prompt cross section b is compared to the predictions of
the FONLL approach [52]

In addition to measurements of inclusive charmonium production, the LHCb
experiment has measured the cross sections for the exclusive production of char-
monium states in pp collisions [82]. The exclusive production of charmonium states
in pp interactions is a diffractive process that proceeds through photon and colour
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singlet (pomeron) exchanges between the intial state protons. Such measurements
are useful probes of the very low-x gluon distribution (x ∼ 10−6) in the proton PDF,
a region of phase space difficult to access in inelastic pp interactions.

The ATLAS, CMS and LHCb experiments have measured the cross sections
for ϒ(nS) production at

√
s = 7 TeV [83–85] and at

√
s = 8 TeV [76]. The LHCb

experiment has measured the fraction of ϒ(1S) produced in radiative χb(1P) decays
to be around 20 % and largely independent of ϒ(1S) transverse momentum [86]. The
CMS experiment has measured the ϒ(nS) polarisation to be slightly transverse, with
sequentially stronger transverse polarisation for the ϒ(2S) and ϒ(3S) states [87].
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Chapter 3
The ATLAS Experiment

The ATLAS experiment (A Toriodal LHC ApparatuS) is designed to study proton-
proton and heavy ion collisions at the Large Hadron Collider (LHC). The LHC and
its experiments were built to study particle physics in hadron collisions at energies
significantly higher than had been investigated before. The main motivation of the
project was to search for the Higgs boson, candidates for dark matter and other
physics beyond the SM.

3.1 The Large Hadron Collider

The Large Hadron Collider is a superconducting hadron accelerator and collider sit-
uated at CERN near Geneva, Switzerland [1]. The LHC is installed in the 26.7 km
circumference circular tunnel constructed for the Large Electron-Positron Collider
(LEP), which operated between 1989 and 2000. The LHC is designed to acceler-
ate two counter-rotating beams of protons in two separate rings up to an energy
of 7 TeV per proton and can deliver proton-proton (pp) collisions at a centre-of-
mass energy of up to

√
s = 14 TeV. The LHC is also capable of accelerating lead

(Pb) ions to deliver both lead-lead and proton-lead collisions. The LHC has four
interactions points (IP), shown in Fig. 3.1, each instrumented with a modern par-
ticle physics experiment. The ATLAS and CMS general purpose experiments are
designed for high-luminosity operation (up to 1034 cm−2s−1) and are equipped to
study a wide range of phenomena. Their physics goals include Higgs boson searches
(and measurements), searches for super-symmetric particles and exotic phenomena
and measurements of the standard model. Two further dedicated experiments, LHCb
and ALICE, are designed for lower luminosity operation (around 1032 cm−2s−1) and
are specially equipped to study B-physics and heavy ion collisions, respectively.

Before protons are injected into the LHC, they first experience a multi-stage
process of beam preparation, focussing and acceleration within the CERN acceler-
ator complex, as shown in Fig. 3.2. First, the linear accelerator Linac2 generates a
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Fig. 3.1 A schematic diagram of the LHC ring showing the locations of the four experiments [1].
Image © CERN

Fig. 3.2 The CERN accelerator complex. The particle accelerators involved in the LHC injection
chain (LINAC→BOOSTER→PS→SPS→LHC) are shown [1]. Image © CERN

50 MeV beam of protons from ionised hydrogen gas. This proton beam is fed into the
Proton Synchrotron Booster (PSB), focussed into bunches and accelerated to around
1.4 GeV before being injected into the Proton Synchrotron (PS) ring, which further
accelerates the beam to an energy of 26 GeV. It is in the PS that proton bunches are
arranged into bunch trains. The final stage involves the beam being injected into the
Super Proton Synchrotron (SPS) where the beam reaches the LHC injection energy
of 450 GeV. When operating at its design luminosity, the LHC will be filled with
2808 bunches, each containing around 1011 protons, with a bunch spacing of 25 ns
to provide a bunch collision rate of 40 MHz.
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3.2 Introduction to the ATLAS Detector

A Toroidal LHC Apparatus (ATLAS) is a general purpose particle physics detector
designed to study proton-proton collisions at the TeV scale. The detector is housed in
a large cavern, known as interaction point 1, approximately 93 m below the surface
and has a cylindrical geometry, with the direction of the LHC beams defining the
axis of symmetry. The detector is composed of several sub-detectors, each designed
to detect different kinds of sub-atomic particles. These sub-detectors surround the
beam axis in layers and are arranged in a central “barrel” section and two “endcap”
sections. Together, these sub-detectors provide almost hermetic coverage that is both
forward-backward and axially symmetric. Figure 3.3 shows a computer-generated
schematic diagram of the ATLAS detector.

The following description of the ATLAS detector is intended to provide a brief
review of the design and operation of ATLAS. This summary is based on the detailed
description found in [2].

The ATLAS coordinate system is defined with its origin at the nominal proton-
proton interaction point (IP). The z-axis is defined by the beam direction, with side A
of the detector covering z > 0 (the anti-clockwise direction viewed from above) and
side C of the detector covering z < 0. The x-axis is defined as the direction from the
IP to the centre of the LHC ring, while the y-axis points vertically upwards, towards
the surface. The polar angle θ is measured in the r -z plane (r = √

x2 + y2) as the
angle from the positive direction of the z axis. The azimuthal angle φ is defined in
the x-y plane and is measured anti-clockwise around the positive z-axis, with φ = 0
defined as being along the negative x-axis.

Fig. 3.3 A schematic diagram showing a slice through the ATLAS Detector [2]. Image © CERN
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The rapidity y (not to be confused with the spatial coordinate y) is a convenient
angular variable for describing massive particles travelling at relativistic speeds,

y = 1

2
ln

[
(E + pz)

(E − pz)

]
, (3.1)

where E = √| �p|2 + M2 is the energy of a particle of mass M travelling with
momentum �p and pz is the component of �p in the direction of the beam (z) axis.
For massless or highly relativistic (E ≈ | �p|) particles, the pseudorapidity η is often
used,

η = − ln

[
tan

(
θ

2

)]
, (3.2)

where lim
M→0

y = η. The transverse momentum pT and transverse energy ET are

defined in the x-y plane with pT
2 = p2

x + p2
y and ET = E · sin (θ).

3.3 Inner Detector

The ATLAS Inner Detector (ID) is an ensemble of three precision tracking detectors
designed to measure the momenta of charged particles produced at the IP and to
identify primary and secondary charged particle vertices. The pixel detector consists
of three layers of silicon pixel modules and is arranged around the beam pipe. The
Semiconductor Tracker (SCT) surrounds the pixel detector with four stereo layers
of silicon microstrip detectors. The Transition Radiation Tracker (TRT) surrounds
the SCT and is composed of many layers of gas-filled drift tubes. These three sub-
detectors are surrounded by a superconducting solenoidal magnet that immerses the
inner detector in a roughly uniform axial magnetic field of 2 T to facilitate the mea-
surement of charged particle transverse momenta. Together, these detectors provide
charged particle tracking that covers the region |η| < 2.5. The relative position of
the individual components of the ID are shown in Fig. 3.4. The active layers and
associated services and support structures are shown in Fig. 3.5.

3.3.1 Pixel Detector and Semiconductor Tracker

The silicon pixel detector is designed to provide the first three space point measure-
ments for the tracks of charged particles produced at the nominal IP. The detector is
composed of a central barrel containing three concentric layers of modules and two
endcaps, each containing three disks of modules arranged in layers perpendicular
to the beam axis, as shown in Fig. 3.4. The detector instruments the radial region
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Fig. 3.4 A schematic diagram the showing the individual components of the ATLAS Inner Detector
(ID) [2]. Image © CERN

Fig. 3.5 A schematic diagram showing an r -z view of the active layers of the ATLAS inner detector
in addition to the major services and support structures [2]. Image from Ref. [2]
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50.5 < r < 150.0 mm and contains 1744 silicon pixel modules [2]. Each pixel
module contains 47232 pixels distributed over an active area of 16.4 × 60.8 mm2

with the majority of pixels having an area of 50 × 400µm2 [2]. Each pixel mod-
ule contains 16 radiation-hard front-end chips, which provide read out for the pixel
sensors. Hits in the detector are registered and read out if the signal in a given pixel
exceeds an adjustable threshold [3]. The pixel layers provide space point measure-
ments with a precision in the r -φ plane of 10µm. The barrel layers also provide
measurements with a precision of 115µm in the z direction while the disk layers
provide measurement with a precision of 115µm in the r direction [4].

The SCT is composed of 4088 silicon strip modules arranged in a central bar-
rel containing four concentric layers, and two endcaps each containing nine disks
arranged perpendicular to the beam axis, as shown in Fig. 3.4. The detector is
designed to provide four space point measurements (from eight strip measurements)
for charged particles produced at the nominal IP and instruments the radial region
299 < r < 560 mm [2]. The majority of modules contain four strip sensors; two
daisy-chained sensors are positioned on either side of each module that together
provide 768 strips, each 12 cm long [3]. The strips on either side of the module are
oriented with a stereo angle of 40 mrad between them to provide a single space point
measurement [2]. The sensors on each module are read out by 12 radiation-hard
chips, each responsible for 128 channels. The detector registers a hit if the pulse
height exceeds a preset threshold corresponding to a charge of 1 fC [3]. The SCT
provides space point measurements with a precision in the r -φ plane of 17µm. The
barrel layers provide measurements with a precision of 580µm in the z direction
while the disk layers provide measurements with a precision of 580µm in the r
direction [4].

The data transfer systems of the pixel and SCT detectors use optical transmission
to send trigger, timing and control signals to the modules and to read out hit data from
the modules. The optical signals are transmitted by Vertical Cavity Surface Emitting
Lasers (VCSELs) operating at a wavelength of 850 nm [3].

3.3.2 Transition Radiation Tracker (TRT)

The TRT is made up of 298304 proportional drift tubes. Each tube is 4 mm in diameter
and is filled with a gas mixture containing Xe, CO2 and O2 [2]. The TRT is composed
of a barrel and two endcaps, as shown in Fig. 3.4. The drift tubes in the barrel section
are 144 cm long and arranged in three concentric layers split into 32 uniform sectors in
φ. The drift tubes in the endcaps are 37 cm long and arranged radially in 80 wheels [3].
The TRT instruments the radial region 563 < r < 1066 mm and is designed to provide
over 30 space point measurements for charged particles with pT > 500 MeV and
|η| < 2.0 produced at the nominal IP [2]. The TRT tubes are interleaved with
polypropylene fibres or foils to provide electron identification through transition
radiation measurements. Signals from ionisation electrons and transition radiation
photons (which generally have a much higher energy) are detected by separate low
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and high threshold discriminators in the front-end electronics [3]. Measurements in
the TRT provide space point measurements only in the r -φ plane with a precision of
130µm for each tube.

3.4 Calorimeter Systems

The ATLAS detector includes several sampling calorimeter systems (shown in
Fig. 3.6) designed to measure the energy (and to provide position and direction infor-
mation) of electrons, photons, τ leptons and hadron jets.

3.4.1 Liquid Argon Calorimeter

The ATLAS Liquid Argon (LAr) calorimeter is a system of sub-detectors designed
for both electromagnetic and hadronic calorimetry. The calorimeter is composed of a
central barrel section and two endcaps, with the active sampling detectors housed in
three large cryostats [5]. Providing full symmetric coverage in φ, the electromagnetic
(EM) calorimeter has a high granularity and is composed of layers of lead absorber
and liquid argon instrumented with electrodes in an accordion shaped design. It
consists of an EM barrel (EMB) section, which covers the region |η| < 1.475, and two
EM end-cap (EMEC) sections, which together cover the region 1.375 < |η| < 3.2.

Fig. 3.6 A schematic diagram of the ATLAS calorimeter systems [2]. Image © CERN
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These three sections are supplemented with a presampler (PS) layer, with a coverage
of |η| < 1.8, to provide additional measurements that can be used to correct for
particle energy losses in the inner detector, service regions and cryostats. In addition
to the LAr EM calorimeters, two LAr hadronic end-cap (HEC) calorimeters, using
copper absorber are installed behind the two EMEC calorimeters, which together
cover the region 1.5 < |η| < 3.2. In the forward region, 3.1 < |η| < 4.9, a LAr
EM calorimeter with copper/tungsten absorbing layers, known as the FCal, is also
installed.

In the EMB, each active calorimeter module is 22 radiation lengths (X0) deep
at η = 0, increasing to 33X0 at |η| = 1.3. The EMEC has an active depth of
between 24X0 to 38X0 from |η| = 1.475 to |η| = 2.5. The main EM calorimeters
(excluding the PS) are longitudinally segmented into three layers. In the EMB the
first layer, known as the strip layer, has the finest granularity in η and contains cells
with a granularity in η and φ of �η × �φ = 0.0031 × 0.098. The strip layer has
a depth of 2.6X0 and is designed to provide high resolution direction information.
The second layer, known as the middle layer, has a depth of 16X0 radiations lengths
and is designed to contain the majority of the EM shower. The middle layer has a
granularity of �η × �φ = 0.025 × 0.0245, 4 times finer in φ than the strip layer
but around 8 times coarser in η. The final layer, known as the back layer, is present
to collect the small residual energy of the shower and has a depth of 2X0. The back
layer has a coarse granularity with cells of size �η × �φ = 0.05 × 0.0245. This
segmentation in η, φ and depth is apparent in Fig. 3.7, where a slice through a barrel
module of the LAr EM calorimeter is shown. The granularity for the EMEC modules
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Fig. 3.7 A schematic diagram showing a slice through a barrel module of the ATLAS LAr EM
calorimeter. Image from Ref. [2]
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Fig. 3.8 A schematic diagram showing the segmentation in r × φ (left) and r × z (right) of the
Hadronic Endcap (HEC) calorimeter. Image from Ref. [2]

is identical to that of the barrel, except that the back layer has a granularity twice
as coarse in η. This three layer design allows the calorimeter to measure both the
energy and direction of the EM shower, improving the overall momentum resolution
for reconstructed electrons and photons. In addition to these three main layers, the
PS layer, located within the cryostat but in front of the strip layer, has a granularity
of �η × �φ = 0.2 × 1.52. The layout of the cells within the HEC calorimeter is
shown in Fig. 3.8.

The typical energy resolution of the ATLAS LAr calorimeters is given by

σE

E
= A√

E
⊕ B

E
⊕ C , (3.3)

where E is measured in units of GeV and the symbol ⊕ denotes addition in quadra-
ture [5]. The terms with coefficients A, B and C are often called the stochastic,
noise and constant terms, respectively, with typical values of A = 0.1

√
GeV,

B = 0.17 GeV and C = 7 × 10−3 [5].

3.4.2 Tile Calorimeter

In addition to the forward hadronic coverage of the ATLAS HEC LAr calorimeter,
the Tile Calorimeter provides coverage in the central region of |η| < 1.7. The Tile
Calorimeter is located behind the LAr EM calorimeter and consists of steel absorbing
layers with tiles of scintillator as the active medium, read out with photomultiplier
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Fig. 3.9 A schematic diagram showing the segmentation in r × z (and η in dashed lines) of the
Tile Calorimeter. Image from Ref. [2]

tubes. The calorimeter is divided into a barrel section, which covers the region |η| <

1.0, and two extended barrel sections, which cover the regions 0.8 < |η| < 1.7. The
three sections are each segmented into 64 modules with a granularity �φ ∼ 0.1 [6].
Each module is longitudinally segmented into three layers. The inner two layers have
a granularity in η of �η = 0.1 while the third layer has an η granularity two times
as coarse. The segmentation is shown in the r -z plane is shown in Fig. 3.9. The Tile
Calorimeter has an energy resolution of approximately σE/E = 50 %/

√
E(GeV)⊕

3 % for hadronic jets [6].

3.5 Muon System

The muon system is designed to detect charged particles, most commonly muons,
that penetrate beyond the calorimeter systems. It consists of a set of large air-core
superconducting toroid magnets instrumented with several detector systems, col-
lectively known as the Muon Spectrometer (MS). The MS has coverage across
the region |η| < 2.7, and provides independent momentum measurements for pen-
etrating charged particles by tracking particle trajectories within the magnetic field
formed by the toroid magnets. It also functions as a trigger detector within the region
|η| < 2.4. The MS is arranged in a barrel section and two end-cap sections. The
active regions of the MS are the muon chambers, which are arranged in three cylin-
drical layers in the barrel region, and three layers in the endcaps, arranged in wheels
with chambers aligned perpendicular to the beam axis. Correspondingly, the toroid
magnet system is composed of a central barrel toroid magnet array and two end-cap
toroids. The arrangement of the muon chambers is shown in Fig. 3.10.

The MS is composed of four different varieties of chambers, two types for tracking
and two for triggering, each of which has a different detector design and exploits dif-
ferent technologies. Monitored Drift Tube (MDT) chambers have coverage over the
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Fig. 3.10 A schematic diagram showing a cross section through the ATLAS muon system in both
the transverse plane (top) and the r -z bending plane (bottom), showing the arrangement of the
different tracking and triggering chambers. Images from Ref. [2]

majority of the instrumented region in η and provide precision tracking measurements
in the bending plane of the toroid magnets. The MDT detectors are supplemented
with Cathode Strip Chambers (CSC) in the high η region of 2.0 < |η| < 2.7. The
muon trigger detector is composed of Resistive Plate Chambers (RPC) in the barrel
region and Thin Gap Chambers (TGC) in the end-cap regions.
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3.5.1 Precision Tracking Detectors

The tracking chambers are designed to provide a precise momentum measurement
for charged particles in the bending plane (r -z) of the toroid magnetic field, which
can represent a stand-alone measurement, but can also be complimented with a
measurement in the ID. The MDT chambers are composed of two layers of drift
tubes, each between 3 or 4 tubes thick, separated by a cavity containing readout
electronics and a laser-based alignment monitoring system. The tubes are around
3 cm in diameter and are filled with a gas mixture containing 93 % Ar and 7 % CO2
in addition to a small amount of water vapour [7]. In the centre of each tube, a
tungsten-rhenium anode wire with a diameter of 50µm is mounted to collect the
ionisation electrons produced when a charged particle traverses the tube. In addition
to the MDTs, CSC chambers are used as they are capable of more robust operation in
the forward regions where there are higher backgrounds [7]. The CSC chambers are
multiwire proportional chambers with wires oriented in the radial direction [2]. The
charge collected on the anode wires is read out with an array of cathode strips [2].

3.5.2 Trigger Detectors

The trigger chambers provide fast measurements of muon position, which can be used
to form coincidences to be sent to the first level trigger system. The RPCs installed
in the barrel region consist of two parallel electrode plates separated by a distance
of 2 mm, with a cavity filled with a gas mixture with a composition dominated by
C2H2F4 [2]. An electric field of 4.9 kVmm−1 is applied between the two plates to
allow an electric discharge towards the anode when an ionising particle crosses. The
end cap coverage is provided by TGCs, where an alternative to RPCs is required
to cope with the increased background rate. The TGCs are essentially multi-wire
proportional chambers that use a CO2 and n-pentane gas mixture [2].

3.6 Data Acquisition and Trigger System

The ATLAS trigger system is an important component of the experiment that is
necessary to allow the efficient and effective performance of the detector given the
limited readout rates and data storage capabilities. The nominal LHC pp bunch
crossing rate of 40 MHz is too high (given current technologies) for every event to
be read out in full and recorded. The trigger system is designed to use a limited
amount of coarse granularity detector hit information from the calorimeters and the
muon detectors (which can be read out quickly) to characterise the gross features
of each event. The system then makes a fast decision, based on pre-defined criteria,
on whether to record the event, such that the overall data-taking rate is reduced



3.6 Data Acquisition and Trigger System 51

to an acceptable level of around 100 Hz. The ATLAS trigger system consists of
three levels; Level 1 (L1), Level 2 (L2) and Event Filter (EF). Each trigger level
sequentially reduces the data rate, using more information and increasingly precise
measurements at each level to make gradually more refined decisions.

The first level, L1, reduces the data-rate from the raw bunch crossing rate to
around 75 kHz before being passed to L2. Data are stored in pipelines within the
on-detector readout electronics for up to 2.5µs (the maximum L1 latency) before
the data are either discarded or accepted by an L1 trigger decision. Around 1µs
of the L1 latency is accounted for by signal propagation delays, leaving the L1
trigger around 1µs to make a decision (with 0.5µs contingency). The L1 trigger is
designed to search for events with high transverse momentum electrons, photons,
muons, τ leptons or hadron jets or large amounts of missing and total transverse
energy. Two L1 sub-systems, L1Calo (using calorimeter information) and L1 muon
(using MS information) are implemented in custom made electronics to exploit coarse
granularity information to identify these signatures. Up to 256 individual signatures
(e.g. muons with several pT thresholds), known as trigger items, can be pre-defined
in the L1 central trigger processor (CTP) [2]. The acceptance rate for each item can
be independently controlled through the application of a pre-scale factor, so that
only a subset of the events that pass the requirements of each trigger item are passed
on to L2. In addition to providing the first trigger decision, the L1 trigger identifies
regions of interest (ROI), which represent areas of detector activity consistent with
the particular trigger signature being searched for. Events accepted by L1 are passed
to the L2 trigger, which uses these ROIs as a seed for the L2 trigger algorithms. The L2
and EF triggers together represent the high level trigger (HLT), which is implemented
in custom software running on commercial computer hardware. The HLT makes use
of full granularity information from the MS and calorimeters and additionally the
ID. The L2 trigger uses this information to reduce the event rate to below 3.5 kHz,
after which events passing the L2 requirements are fully reconstructed in the Event
Filter. The full event information is used by the EF to perform the final decision
within around 4 s. This allows the calculation of more complicated quantities (such
as missing transverse energy) and the use of more sophisticated analysis procedures
(such as track vertex fits). The algorithms implemented in the L1 muon trigger and
in the HLT that are used to trigger upon the quarkonium decays Q → μ+μ− are
described in Sect. 4.5.

Events selected by the EF level of the trigger are passed to the EF output nodes
known as SFOs. These nodes control the movement of the data from the ATLAS
DAQ system to permanent storage at the CERN data recording centre. The SFOs are
equipped with a storage capacity that allows data to be buffered for up to 24 h before
transfer to the CERN data recording centre for further processing and permanent
storage (though the typical buffer time is much shorter) [2]. At this stage, the data
are arranged into individual streams based upon the triggers which fired the event. The
computing infrastructure necessary to process and store all of the data recorded by the
LHC experiments is, in general, far too large for a single institute to manage alone.
Instead, a distributed network of computing infrastructure known as the Worldwide
LHC Computing Grid (WLCG), often simply referred to as the Grid, was set up to

http://dx.doi.org/10.1007/978-3-319-23120-4_4
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cope with the huge volume of data recorded by the LHC experiments. The Grid is
arranged in a hierarchical structure of at least three “Teirs”. The CERN data centre
represents the first level, “Teir 0”, and is responsible for the initial processing and
storage of the raw data. The processed data is then shared amongst several “Teir 1”
sites (roughly one per participating country, typically housed at national laboratories).
“Teir 2” sites (roughly one per participating institute) hold copies of the processed
and provide a large scale distributed data analysis facility.

3.7 Simulation

Monte Carlo (MC) simulations play an important role in allowing the data collected
by the ATLAS experiment to be exploited to perform physics measurements. These
simulations can be split into two distinct stages: the simulation of particle production
in pp collisions and the simulation of the response of the ATLAS detector to these
particles. While the simulation methods and physics of these two processes are
generally distinct, they are directly linked in their application to facilitate the analysis
and interpretation of ATLAS data.

The simulation of particle production in pp collisions is generally performed
by dedicated computer programs known as event generators. These are typically
written by the theoretical particle physics community and are not specific to ATLAS.
Two examples of general-purpose event generators which are used by all of the
LHC experiments are PYTHIA [8] and HERWIG [9]. Event generators such as
these simulate both the hard interaction in a pp interaction and the fragmentation,
hadronisation and decays that follow the hard interaction. These programs simulate
the pp collision and subsequent processes up to the point where only particles with
long proper lifetimes (cτ > 10 mm) remain [10]. At this point, these “stable” final
state particles are passed to the ATLAS detector simulation. Many different event
generators are used by ATLAS for the simulation of specific processes; the details of
those relevant to quarkonium production measurements will be discussed in Chap. 6.

The ATLAS detector simulation represents a detailed and complete model that
can be used to study the response of the detector to the particles produced in pp
collisions. It is based upon the GEANT4 simulation framework [10, 11]. The core
of the simulation is a detailed model of the physical detector, often known as the
detector geometry. The nominal geometry is built from detailed construction plans
and measurements, detector alignments and known faults. Alternative “distorted”
geometries, that include additional detector material or intentional misalignments,
for example, are also used for studying systematic uncertainties. In addition to the
physical detector, the trigger and data acquisition systems are also fully simulated.
The program propagates each of the “stable” particles produced by the event gen-
erator through the detector model, simulating all interactions with the material of
the detector (e.g. particle showers, bremsstrahlung, photon conversions etc.). Energy
deposits in the active regions of the detector are recorded in a “hit” file [10]. These
hits are then digitised to simulate the electrical response of the detector to particle

http://dx.doi.org/10.1007/978-3-319-23120-4_6
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energy deposits. At this stage, hits from simulated minimum-bias pp interactions
can be added to the event to simulate the many individual pp interactions often
observed in a real pp bunch crossing in data. Realistic representations of electrical
noise and other backgrounds from the LHC beam and the detector cavern can also be
added. These simulated electrical signals are then read into the same raw data format
recorded by the detector in real data taking. The raw data files can be processed with
the same offline reconstruction algorithms used to process the real data. This chain of
processing eventually results in simulation samples in the same format used to store
the real data intended for physics analysis, allowing data and simulated samples to
be studied together within the same physics analysis software framework.

3.8 Operation During LHC Run I

The LHC had its first period of sustained running from 2010 to 2012 after its first
collisions in 2009. During this period, known as LHC Run I, the LHC operated
mainly at a centre-of-mass energies of

√
s = 7 TeV (2010 and 2011) and

√
s =

8 TeV (2012). The 2010 LHC run was largely devoted to the commissioning of
the accelerator and experiments with the peak instantaneous luminosity reaching
2.1 × 1032 cm−2s−1. The 2011 LHC run represented the first prolonged period of
high-luminosity running. The instantaneous luminosity reached a peak of 3.7 ×
1033 cm−2s−1, allowing the ATLAS experiment to collect a dataset with an integrated
luminosity of over 5 fb−1 at

√
s = 7 TeV. The 2012 LHC run, at an increased

centre-of-mass energy of
√

s = 8 TeV, delivered a peak instantaneous luminosity of
7×1033 cm−2s−1, allowing ATLAS to record a dataset with an integrated luminosity
of over 21 fb−1. The evolution in time of the ATLAS data-taking throughout the 2011
and 2012 runs is shown in Fig. 3.11.

Fig. 3.11 The integrated
luminosity collected by the
ATLAS experiment as a
function of time for the 2011
and 2012 LHC runs. Image
from Ref. [12]
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Fig. 3.12 The distribution
of the average number of pp
interactions per bunch
crossing (〈μ〉) measured
during the 2011 and 2012
LHC runs. Image from
Ref. [12]
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The LHC operated with a bunch spacing of 50 ns during Run I, double the design
figure of 25 ns. The high instantaneous luminosities delivered by the LHC during
2011 and 2012 were largely achieved by increasing the intensity close to the ultimate
limit of 1.7 × 1011 protons per bunch to compensate for the larger bunch spacing.
These large bunch intensities resulted in a significant increase in the average number
of individual pp interactions taking place in a single bunch crossing. The interactions
of multiple pp pairs in a single bunch crossing is an effect known as pileup and is
undesirable from an experimental perspective, because it presents many challenges
for the event reconstruction and analysis algorithms. The average number of pp
interactions per bunch crossing in the 2011 and 2012 ATLAS datasets is shown in
Fig. 3.12. The mean number is around 9 in the 2011 dataset and around 21 in the
2012 dataset. This level of pileup was not initially planned for the early stages of the
LHC programme and required significant modifications to the offline reconstruction
algorithms. The rapid increases in instantaneous luminosity throughout the running
period also required the trigger selections to be periodically modified to accommodate
the increased event rates.
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Chapter 4
Analysis Techniques

The following sections will discuss a number of experimental data analysis techniques
and methods that are exploited to perform the measurements involving the recon-
struction of the quarkonium decays χbJ (n P) → ϒ(mS) γ and χcJ → J/ψ γ, as
described in Chaps. 5 and 6.

4.1 Charged Particle (Track) Reconstruction

The ATLAS Inner Detector (tracking detector) is designed to identify and reconstruct
charged particles with high efficiency and precision within the region |η| < 2.5.
The technical details of the ATLAS ID and its individual tracking sub-detectors
are described in Sect. 3.3. The only charged particles produced in a pp interaction
(or through subsequent decay chains) that typically reach the tracking detectors are
electrons and positrons (e±), muons (μ±), charged pions (π±), charged kaons (K ±)
and (anti-)protons (p). All other charged leptons and hadrons typically decay before
traversing the beam pipe. The ATLAS ID is designed to identify and reconstruct
all of these charged particle species, albeit with differing efficiency and precision,
due to their different interaction characteristics with the material of the detector. The
path of a charged particle can be found by measuring its position at several stages
in its trajectory as it moves under the influence of the magnetic field produced by
the superconducting solenoid magnet. The helical trajectory that a charged particle
follows in a uniform magnetic field is exploited to measure its momentum.

The identification and reconstruction of charged particles within the ATLAS ID
proceed in several stages. First, groups of adjacent hits in the pixel detector and
silicon strips in the SCT are combined into hit clusters [1]. Hit clusters in the pixel
detectors provide direct 3-dimensional space point information, though strip clusters
in any given SCT layer only provide a 1-dimensional measurement. Silicon strip
clusters on either side of an SCT module are combined with the known input of the
position of the module and the stereo angle between the two layers within a module to
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form 3-dimensional space points [1]. Drift circles in the TRT, representing the radial
displacement of a charged particle trajectory from the wire within an individual
tube, are reconstructed from knowledge of the relationship between the track-to-
wire distance (radius) and the drift time of the ionisation. These can be combined
with the 3-dimensional space point information from the pixel and SCT detectors to
form an input to a track finding algorithm.

Track reconstruction algorithms use hit information to measure the geometrical
parameters of tracks produced by charged particles, which can in turn provide a mea-
surement of the momentum of the particle at a given production point. Several differ-
ent track finding strategies can be employed for different applications (e.g. prompt
tracks from pp collisions, cosmic rays, displaced vertices, etc.). The default track
reconstruction procedure first searches for proto-tracks from space point combina-
tions from the three pixel layers and the innermost SCT layer, which are subsequently
propagated through the remaining SCT layers to form track candidates [2]. These
candidate tracks are then processed by a track fitter algorithm (either a global χ2

minimisation or the Kalman filter technique [3]) and their quality refined through the
application of various cuts based on the number of clusters used and dead sensors tra-
versed. These cuts serve to improve the track parameter determination by removing
outlying clusters from the track fit and rejecting “fake” track candidates [2]. These
silicon-only tracks are then propagated forwards into the TRT, where they are asso-
ciated with TRT drift circles and the track is refitted, exploiting information from all
three ID sub-detectors. Finally, a comparison between the refitted and silicon-only
track is performed, any outlying TRT drift circles are removed from the ensemble
of hit measurements and the track is again refitted [2]. Once this procedure has been
performed, TRT track segments that are not associated with any reconstructed track
are propagated back to the silicon detectors to search for compatible hits to form
further track candidates. This method is known as back-tracking and can improve
the reconstruction efficiency for tracks that did not originate from the beam axis (e.g.
e+e− from photon conversions or charged hadrons from K 0

S and �0 decays) [2].
The final stage of the process employs an algorithm to search for track vertices in
the region of the pp interaction point, known as primary vertices. Further dedicated
algorithms also search for track vertices displaced from the beam line to reconstruct
photon conversions and V 0 decays (K 0

S, �0 and �̄0).
The track finding algorithm determines a set of parameters, typically defined at

perigee, the point of closest approach of the track to the z-axis of the experiment. In
ATLAS, these perigee parameters are shown in Fig. 4.1 and are defined as:

φ0: The angle of the track trajectory in the transverse (x-y) plane at the perigee
point

θ0: The angle of the track trajectory in the r -z plane at the perigee point
d0: The signed impact parameter in the transverse plane, i.e. the distance between

the perigee point and the z-axis
z0: The distance in z between the perigee point and the origin

q/p: The signed charge of the particle divided by the magnitude of its momentum.
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Fig. 4.1 Diagram showing the definition of the perigee track parameters in the ATLAS coordinate
system in the transverse plane (left) and r -z plane (right)

These parameters can then be used to determine the four-momentum of the par-
ticle that formed the track, with an assumption on the particle’s mass. The mass of
the particle is chosen either based on the physics application (i.e. the muon mass is
chosen for J/ψ → μ+μ− studies with ID tracks) or the limited particle identification
capabilities of the ATLAS detector can be used to discriminate between the various
mass hypotheses. Transition radiation information in the TRT can be used to form an
electron probability discriminant for tracks with sufficiency high transverse momen-
tum. Additionally, the rate of energy loss, d E /dx , in the pixel layers can be used to
provide some information to identify which particle species formed a track, but this
is only effective for very low pT tracks (less than 1.5 GeV). The typical resolution
on the track parameters are shown in Fig. 4.2 as a function of track |η|. The relative
resolution in q/p becomes ever larger for very high transverse momentum particles,
whose trajectories in the transverse plane asymptotically tend to a straight line as
pT → ∞. The probability for the charge of a particle to be misidentified in the recon-
struction of a track increases as a function of pT (less than 1 % at pT = 500 GeV
but rising to 14 % for pT = 2 TeV for muon tracks) for the same reason [2].

The efficiency of the ATLAS ID and reconstruction algorithms to reconstruct
charged particle tracks depends primarily on three properties: the particle species, the
transverse momentum and the psuedo-rapidity of the particle. The track reconstruc-
tion efficiency as a function of these three variables is shown in Fig. 4.3. The different
particle species interact differently with the material within the ATLAS ID due to
their differing masses and properties (i.e. electromagnetic for all charged species and
strong for charged pions, kaons and (anti-)protons). High energy electrons are par-
ticularly susceptible to energy losses due to bremsstrahlung (e± → e±γ), which can
cause the electron trajectory to deviate unpredictably from the helical path expected
by the reconstruction algorithm, resulting in a loss of efficiency. The tracking
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Fig. 4.2 The resolutions of the track parameters a d0, b z0 ·sin (θ) and c q/pT (bottom) as functions
of |η|, determined from MC simulation, for muon tracks with various transverse momenta. Figures
taken from Ref. [2]

efficiency for electrons can be improved with the use of specifically designed track
fitting algorithms (such as the Gaussian Sum Filter or Dynamic Noise Adjustment
algorithms) that can account for bremsstrahlung events [2]. Charged hadrons can
also experience energy losses due to nuclear interactions in the detector material
that can perturb their trajectories or even initiate hadronic showers. There is also
a slight charge asymmetry (less than 10 %) to the track reconstruction efficiency
due to the different interaction cross sections with the detector material for matter
and anti-matter particles. The differing coverage of the various ID sub-detectors in
|η|, including the transition from the barrel to the endcaps, leads to some strong
dependence of the track reconstruction efficiency on |η|. Finally, below a certain
transverse momentum threshold (around 500 MeV) charged particles will begin to
loop in the magnetic field and so not reach the outer layers of the ID, leading to fewer
measurement points on the track. This results in a “turn-on” behaviour in the track
reconstruction efficiency, as shown in Fig. 4.3. In general, the track reconstruction
efficiency is in excess of 80 % for all particle species with transverse momenta in
excess of 1 GeV and higher still in specific cases (e.g. muons with pT > 10 GeV).
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Fig. 4.3 The track reconstruction efficiency for charged particles as a function of pT (a) and η (b)
for charged particles produced in non-diffractive (ND) minimum bias events in MC simulation [4].
The track reconstruction efficiency as a function of |η| for three charged particle species (c) with
transverse momentum pT = 5 GeV, derived from simulation [2]

4.2 Muon Reconstruction

The muon system of the ATLAS detector provides coverage for muon reconstruction
with high efficiency within the pseudo-rapidity region |η| < 2.3 and over a large
transverse momentum range from 3 GeV to nearly 1 TeV. The technical details of the
ATLAS muon system are described in Sect. 3.5. It constitutes a system of precision
tracking chambers immersed in a magnetic field provided by a set of superconduct-
ing magnets that surround the calorimeter cryostat. These superconducting toroid
magnets are arranged in a large barrel section covering the region |η| < 1.4 and two
endcap sections that together cover 1.6 < |η| < 2.7. The barrel section provides
an integrated magnetic field strength of between 1.5–5.5 Tm while the endcaps pro-
vide between 1.0–7.5 Tm, both in the r -z plane [5]. The precision tracking detectors
(mostly MDT chambers, supplemented with CSC chambers in the forward region)
are arranged in three stations, as shown in Fig. 4.4, and provide measurements of
the muon direction in η. The trigger detectors (TGCs and RPCs) also provide sup-
plementary rough muon position measurements that can be used in offline muon
reconstruction algorithms. The ATLAS Inner Detector also plays an important role

http://dx.doi.org/10.1007/978-3-319-23120-4_3
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Fig. 4.4 A schematic diagram of the ATLAS muon system showing the three stations of tracking
and trigger detectors. Image from Ref. [2]

in muon reconstruction and offers more precise momentum measurements for very
low transverse momentum muons (pT < 20 GeV). In certain cases, measurements
in the calorimeters are also used as input to muon identification algorithms.

The muon momentum resolution varies from around 4 % to over 10 % for very
high transverse momentum muons. The limiting factors affecting the momentum
resolution achievable by the muon system vary dramatically as a function of muon
transverse momentum. Energy loss in the detector material traversed before reach-
ing the muon system dominates the momentum resolution for muons with trans-
verse momentum below 300 GeV. At higher pT , the inherent characteristics of the
muon detectors become the dominant factor and the relative momentum resolution
decreases asymptotically for muons with transverse momentum approaching 1 TeV.

Several muon identification and reconstruction algorithms are employed in
ATLAS, of which each exhibits specific benefits and limitations. Three different
approaches are used to identify muons, leading to three types of identified muons:
Standalone, Combined and Tagged (see below). Two independent classes of muon
reconstruction algorithm, Staco and Muid, are then used to form reconstructed muons
that can be used in physics analyses. Each muon identified by one of the three
approaches is processed by both of these reconstruction algorithms, leading to two
reconstructed objects being stored in the collected datasets for each physical muon.
The Staco reconstruction algorithm uses a statistical combination of the tracks mea-
sured in the MS and ID, based on their independently determined track covariance
matrices. The Muid reconstruction algorithm refits the muon track from the indi-
vidual track hits in both the MS and the ID. The three muon types are summarised
below.
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Standalone: Muons identified from tracks reconstructed in the MS alone are known
as standalone muons. This approach first identifies track segments in each of the
three muon stations, which are subsequently linked to form standalone muon
tracks. This track is then used to extrapolate the muon trajectory back to the inter-
action point, accounting for the energy losses expected in the traversed material
(dominated by the calorimeter). The standalone approach offers a large overall
acceptance (over the full |η| < 2.7 range of the MS) that is not limited by the
coverage of the ID (|η| < 2.5), but it includes some regions of zero acceptance
due to limited chamber coverage in the regions near η ≈ 0 and |η| ≈ 1.2 [2]. One
important limitation of the standalone approach is its reliance on the reconstruc-
tion of track segments in multiple MS stations. Lower pT muons, which may not
penetrate far enough to be measured in all three stations, will typically suffer from
a much lower identification efficiency. Further to this, the standalone approach is
more susceptible to identifying non-prompt secondary muons from light meson
decays produced in hadronic showers initiated in the calorimeters, due to the lack
of ID information that could provide a veto.

Combined: Independent tracks reconstructed in the MS and ID, both consistent
with being formed by the same charged particle, are referred to as combined
muons. The compatibility of independent MS and ID tracks with a common muon
hypothesis is quantified with a match χ2 calculated from the track parameters of
both measured tracks and their respective covariance matrices [2]. Both the Staco
and Muid reconstruction algorithms combine the two measurements, while taking
upstream energy losses into account for the MS measurement. The combined
approach typically exhibits the highest purity, as the independent ID track is
effective at reducing backgrounds from hadron decays in flight and secondary
muons produced in hadronic showers, but it has an acceptance limited by the
coverage of the ID (|η| < 2.5).

Tagged: The tagged approach exploits information from both the ID and the MS in
an alternative manner to the combined approach. The algorithm is seeded from
ID tracks with transverse momenta large enough that they could reach the MS
(typically above 3 GeV). These ID tracks are propagated forward to the first station
of the MS, where nearby track segments are searched for. The compatibility of
the MS track segment and the ID track is quantified with either a χ2 discriminant
or a quantity derived from a neural network [2]. ID tracks that are compatible
with an MS track segment constitute tagged muons. The track measured in the ID
alone is used to reconstruct the muon momentum. The tagged approach provides
a high efficiency for very low pT muons, which do not penetrate far enough to
leave hits in all three MS stations, or to form an independent MS track.

The total efficiency for the identification and reconstruction of muons varies signif-
icantly between the different algorithms and as a function of muon η and pT . Muons
identified with the combined approach and reconstructed with the Staco algorithm
are typically used for most ATLAS quarkonium studies, including the measurements
presented in Chaps. 5 and 6. This combination of algorithms has a total efficiency
that approaches a plateau in excess of 95 % in the regions with good muon chamber
coverage (outside |η| < 0.1 and 1.1 < |η| < 1.3), as shown in Fig. 4.5.

http://dx.doi.org/10.1007/978-3-319-23120-4_5
http://dx.doi.org/10.1007/978-3-319-23120-4_6


64 4 Analysis Techniques

 [GeV]
T

T

p

 [GeV]p

0 2 4 6 8 10

E
ffi

ci
en

cy

0

0.2

0.4

0.6

0.8

1

1.2

(a) (b)

(c) (d)

Calo tagged probesPreliminary

q×η 
-2 -1 0 1 2

E
ffi

ci
en

cy

0

0.2

0.4

0.6

0.8

1

1.2
Ef

fic
ie

nc
y

0.8

0.85

0.9

0.95

1

20 30 40 50 60 70 80 90 100

D
at

a/
M

C

0.98
1

1.02

Ef
fic

ie
nc

y
0.5

0.6

0.7

0.8

0.9

1

η
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

D
at

a/
M

C

0.98
1

1.02

= 7 TeVs
-1

 Ldt = 40 pb∫
|<1.1 η0.1 <|

p>3GeV

CB+ST MC Chain 1
CB+ST Chain 1
CB MC Chain 1
CB Chain 1

Calo tagged probes

= 7 TeVs
-1

 Ldt = 40 pb∫
>6   GeV

T
p
p>3GeV

ATLASATLAS
Preliminary

CB MC Chain 1

CB Chain 1

2012 Data
MC

ATLAS Preliminary
Chain 1, CB muons| < 2.5η0.1 < |

 = 8 TeVs-1 L dt = 20.4 fb∫
 Data 2012
MC

ATLAS Preliminary
Chain 1, CB Muons

 = 8 TeV-1 L dt = 20.4 fb∫

 > 20 GeV
T

p

s
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The reconstructed momentum, for muons with transverse momenta relevant to
quarkonium studies in ATLAS (i.e. from J/ψ → μ+μ− and ϒ(nS) → μ+μ−),
is determined from the ID track parameters alone, as these measurements are not
affected by energy losses in the calorimeters and provide the most precise determi-
nation of the muon momentum. The resolution of the momentum and reconstructed
track parameters is therefore entirely determined by the ID and track reconstruction
algorithms which are discussed in Sect. 4.1, with the MS only serving as a muon
“tagger”.

4.3 Photon Conversions

The interaction of electrons or photons with the inactive material of a particle physics
detector is a common phenomenon that has important consequences for the design
and performance of an experiment. While these interactions ultimately lead to energy
losses or the destruction of particles of interest, which can be an undesirable effect,
they are exploited in certain circumstances to serve as a useful experimental tool.
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The interactions of high energy photons and electrons with matter proceed through
the photon conversion (or pair production, γ → e+e−) and bremsstrahlung (e± →
e±γ) processes, respectively. The energy loss experienced by a high energy photon
or electron as it travels through matter is characterised by the radiation length X0.
This is defined as the mean distance over which a high energy electron loses 1/e of its
initial energy due to the bremsstrahlung process [8]. The same quantity also describes
approximately 7/9 of the mean free path for a high energy photon to interact with
matter via the photon conversion process [8]. The radiation length, measured in units
of g cm−2, is uniquely defined for a given material and has a strong dependence on
the atomic number Z of the material. For example, the length X0 for Silicon (Z = 14)
is approximately 9.4 cm.

The photon conversion process involves the interaction of a photon of energy
E > 2me (where me = 0.511 MeV is the mass of the electron) with an atomic nucleus
(or electron) leading to the production of an electron-positron pair (γ A → e+e−).
This does not occur as an (real) observable process spontaneously in the vacuum
as the presence of the nucleus (or other strong external electric field) is required to
allow energy and momentum to be conserved in the interaction. The dominance of
this process at high energies is manifest in the total cross section for photon-nucleus
scattering, as shown in Fig. 4.6.

Fig. 4.6 The total cross
sections for the interaction of
photons with material
(Carbon and Lead) as
functions of energy. The
cross section is dominated by
the photo-electric effect
(σp.e.) at low energy with
small contributions from
Rayleigh and Compton
scattering at energies below
1 MeV. The contributions
κnuc and κe denote the cross
sections for the pair
production of e+e− pairs
from the interaction of a
photon with an atomic
nucleus and an electron,
respectively, and represent
the dominant contributions
for E > 1.02 MeV. Figure
from Ref. [8]
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Fig. 4.7 The differential
cross section for photon
conversion, normalised by a
material dependent
pre-factor, as a function of
the energy sharing parameter
x . Information from [8]
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In the high energy limit, the differential cross section for photon conversion is
roughly independent of photon energy and is given by,

dσ

dx
= A

X0 NA

[
1 − 4

3
x(1 − x)

]
, (4.1)

where x = Ee−/Eγ is the fraction of the photon’s energy carried by the electron,
A is the atomic mass of the material, X0 is the radiation length of the material and
NA is Avagadro’s number [9]. Equation 4.1 can then be integrated over x to give
an approximate value for the total cross section of σ = (7/9)(A/X0 NA), valid for
energies in the plateau region of Fig. 4.6 1 GeV [8]. The differential cross section
is shown in Fig. 4.7, demonstrating the preference for the interaction to produce an
e+e− pair with an asymmetric sharing of the initial photon energy.

The ATLAS detector contains a significant amount of both active (instrumented)
and inactive material. The material budget of the ATLAS inner detector, measured
in radiation lengths, is shown as a function of |η| in Fig. 4.8. Across the full |η| range

Fig. 4.8 The material
budget of the ATLAS inner
detector (up to the solenoid)
measured in radiation lengths
as a function of |η|, broken
down into the individual
detector components. Figure
taken from Ref. [2]
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Fig. 4.9 The photon conversion probability (for photons with transverse momentum in excess of
1 GeV) as a function of inner detector material traversed, for several trajectories in η, derived from
simulation. Figure taken from Ref. [2]

of the ID, there is at least half a radiation length between the beam line and the
calorimeters. The probability for an electron or photon to interact before reaching
the calorimeters is therefore large and must be accounted for in the calorimeter-
based electron and photon reconstruction algorithms. This interaction is perhaps
more consequential for photons, since the initial photon is lost in a conversion event,
while an electron bremsstrahlung event does not result in the complete loss of the
electron. The probability for a photon to convert, as a function of the inner detector
material traversed is shown in Fig. 4.9. Figures 4.8 and 4.9 demonstrate that there
is a very significant probability for photons to convert even in the inner layers of
the ID, between around 8–25 % for photons traversing only the three pixel layers.
The e+e− pairs produced by photons that convert within these layers (or in the
SCT layers) can be reconstructed from tracks in the SCT and TRT layers of the ID,
allowing the momentum of the initial photon to be determined. This method often
provides a measurement of photon momentum much more precise than a direct
calorimetric measurement, particularly for photons with low transverse momentum.
The reconstruction of photon conversions is a useful tool that can be exploited to
perform measurements of processes involving photons.

4.3.1 Photon Conversion Reconstruction in ATLAS

Photon conversions can be reconstructed from e+e− track pairs in the ATLAS ID
alone, with no input from the calorimeters. This method is very efficient and precise
for low pT photons (below around 20 GeV). The matching of the e+ and e− tracks
from conversions to energy deposits in the EM calorimeter can also be performed for
higher pT photons to improve the resolution and purity. The reconstruction of photon
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conversions in the ATLAS ID proceeds through three main stages: the selection of
charged particle tracks, the selection of track pairs and the fitting of the conversion
vertex.

Track Selection: Individual reconstructed tracks that are consistent with having
originated from photon conversions are first selected from the full collection of
tracks reconstructed in the ID. Upper limits on their transverse and longitudinal
impact parameters d0 and z0 are imposed and tracks with TRT hits are required to
satisfy a loose requirement on the electron ID probability (based on the fraction
of high threshold TRT hits) [2].

Track Pair Selection: Each pair of oppositely charged tracks that satisfy the track
selection cuts are considered for further analysis. The initial track pairs are clas-
sified into three groups based on their sub-detector hit information: Si-Si pairs
(both tracks have hits in the silicon (Si) detectors), Si-TRT (one track was recon-
structed in the TRT alone) and TRT-TRT (both tracks were reconstructed in the
TRT alone). A series of requirements, which vary across the three classes of track
pair, are then imposed to reduce the contamination from background sources [2]:

• Polar angle difference: The difference between the polar angles of the two recon-
structed tracks is required to be small. This quantity is consistent with zero for
optimally reconstructed tracks from genuine conversions.

• Distance of minimum approach: Track pairs from genuine photon conversions
have an opening angle in the transverse plane that is consistent with zero. The
distance between the helices of the two tracks is thus required to be small (within
detector resolution) at the point of closest approach.

• First hit distance: The first detector hits on each of the two tracks are required to
be spatially close. This requirement is most effective for TRT-TRT track pairs.

• Arc length: Requirements are imposed on the arc lengths of the track helices,
projected onto the transverse plane, and measured between the line connecting the
centres of the two track circles and their intersection points [2]. The arc length
should be small for genuine photon conversions.

The specific requirements on these quantities are based on studies using MC simu-
lation and are chosen to be loose enough that the effects of electron bremsstrahlung
do not result in significant losses in reconstruction efficiency.

Vertex Fitting: Finally, the vertex of the track pair is fitted, taking into account
the detector material traversed and the track perigee parameters calculated at this
estimated intersection point. Track pairs that are successfully fitted are subjected
to a number of final requirements based upon the parameters of the fitted vertex.
The invariant mass of the candidate e+e− conversion pair is required to be small
and a quality requirement on the χ2 of the fitted vertex is also imposed.

The candidate photon conversions reconstructed with this method typically have
a high purity (particularly for Si–Si pairs) with the main background being prompt
e+e− pairs from π0 → γe+e− decays, which can be rejected with a cut on the radius
of the reconstructed e+e− vertex.
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4.4 Unconverted Photon Reconstruction

Reconstructed photon objects are seeded from clusters of energy deposits in the
ATLAS EM calorimeter, where a transverse energy E γ

T > 2.5 GeV is measured
within a collection of η × φ = 3 × 5 calorimeter cells in the second layer of the
EM calorimeter. A cluster is considered as a candidate unconverted photon if none
of the tracks reconstructed in the inner detector spatially matches the cluster when
extrapolated to the EM calorimeter. The reconstruction of photons in the ATLAS
detector and the various photon identification criteria used in physics analyses are
described in detail in [10].

The studies presented in Chap. 5 use a set of photon identification criteria denoted
“loose”. These criteria are based on the shape of the shower in the EM calorimeter
and information from the hadronic calorimeter [10]. The selection makes use of three
shower quantities:

• Rhad (hadronic leakage): Rhad is defined as the ratio of transverse energy deposited
in the first layer of the hadronic calorimeter (in the cell behind the candidate photon
cluster) to the total transverse energy of the photon candidate. Genuine photons
typically have a Rhad < 2 % [10].

• Rη: The ratio of the energy deposited in η × φ = 3 × 7 calorimeter cells to the
energy deposited in η ×φ = 7 × 7 calorimeter cells in the second layer of the EM
calorimeter [10].

• w2: The RMS of the energy distribution in consecutive cells in η in the second
layer of the EM calorimeter [10].

The “loose” photon identification criteria are designed to select narrow EM show-
ers consistent with being genuine photons while simultaneously rejecting showers
initiated by hadronic jets. The specific requirements on these quantities are obtained
from MC simulation.

4.5 Triggering of Quarkonium Decays Q→ µ+µ−

The di-muon decays of the vector quarkonium states, Q → μ+μ−, provide the
most convenient signature to trigger upon events containing quarkonium states pro-
duced in pp collisions. The ATLAS detector is equipped with dedicated muon trigger
detectors. The di-muon signature is experimentally clean and the presence of two
kinematically correlated muons can be exploited to reduce the background rate sub-
stantially.

The ATLAS muon trigger detectors are arranged in three stations (RPCs in the
barrel and TGCs in the endcaps), each of which contains two active layers, as shown
in Fig. 4.10 for the barrel detectors. The ATLAS muon trigger operates by searching
for hit coincidences in these stations within pre-defined roads, which represent the
path of a muon with a given lower pT threshold [5]. The widths of the trigger roads

http://dx.doi.org/10.1007/978-3-319-23120-4_5
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Fig. 4.10 A schematic
diagram of the ATLAS muon
trigger detectors. The
diagram shows two examples
of low pT trigger roads (red)
between the first and second
stations and a high pT
extension road (blue)
between the second and third
stations. Image from Ref. [5]
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vary as a function of the pT threshold; lower pT thresholds have a broader road width
to account for the greater bending the muon trajectories experience in the magnetic
field. Three low pT thresholds and three high pT thresholds can be defined. The L1
muon trigger is seeded by hits in the second station layers. Hits are then searched
for in the first station layers within a road defined by the pT threshold of the trigger,
taking the positions of the hits in η and φ into account. Finally, the trigger requires a
hit coincidence in three of the four layers, whereupon an L1 ROI in η and φ is passed
to the HLT [5]. High pT muon triggers also require coincident hits (one of a possible
two) in the third (outer) station of the trigger detectors, in addition to a successful
low pT coincidence. Muons from Q → μ+μ− events typically have low pT and the
ATLAS quarkonium triggers typically require muon pT thresholds of 4 and 6 GeV
at L1.

The ATLAS di-muon quarkonium triggers employed during the 2011 and 2012
LHC runs exploit the di-muon signature of Q → μ+μ− decays directly in the L1
trigger and require at least two independent L1 muon ROIs. This helps to control
the trigger rate and to reduce the backgrounds. Triggers that require at least two
independent L1 ROIs are referred to as topological triggers. Other approaches also
exist, such as the so called “TrigDiMuon” triggers, which require only a single
L1 ROI with a second being searched for at L2. Such triggers typically have a
higher efficiency but also exhibit higher L1 rates and so were only used during the
LHC commissioning run of 2010, when the instantaneous luminosity was low. The
full detector information, including ID tracks, is used at the HLT level, where a
vertex fit is performed to the two muons. The HLT requires that the two muons have
opposite charges and imposes a loose requirement on the quality of the vertex fit.
Loose invariant mass cuts can also be applied at the HLT to select only J/ψ and
ψ(2S) or ϒ(1, 2, 3S) regions, to reduce the background rate from non-resonant di-
muon production and double semi-leptonic decays of bb̄ pairs. Figure 4.11 shows
a comparison of the event samples collected by the various dedicated quarkonium
triggers implemented in ATLAS with the more generic high pT single muon triggers.
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The dedicated quarkoium triggers with low pT thresholds significantly improve the
acceptance for J/ψ → μ+μ− and ϒ(nS) → μ+μ− events.

4.6 Quarkonium Decay Reconstruction Techniques

This section introduces some common analysis methods often deployed in quarko-
nium production analyses at hadron collider experiments. In particular, techniques
that are used in several of the measurements presented in Chaps. 5 and 6 are sum-
marised here.

4.6.1 Mass Difference Distributions

As discussed in Chap. 2, the χc and χb states play an important role in the phe-
nomenology of quarkonium production at hadron colliders. It is often advantageous
to be able to study the angular momentum states of a χJ triplet individually. The
three states (J = 0, 1, 2) differ physically only in their total angular momenta J and
masses. The determination of the total angular momentum of a particle generally
requires a complicated analysis of the angular distributions of its decay products,
while the invariant mass of its reconstructed decay products is generally much

http://dx.doi.org/10.1007/978-3-319-23120-4_5
http://dx.doi.org/10.1007/978-3-319-23120-4_6
http://dx.doi.org/10.1007/978-3-319-23120-4_2
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simpler to study and interpret. It is thus helpful in experimental studies of the χJ

states to be able resolve an individual peak in invariant mass distributions for each χJ

state. The mass splittings between the individual angular momentum states within a
χcJ or χbJ quarkonium triplet are very small, between around 10–50 MeV depend-
ing upon the system, making their separation challenging at modern hadron collider
experiments which are typically not optimised for such studies.

One method that is often employed to achieve a reconstructed mass distribution
with a resolution fine enough to separate the individual χJ states is the use of a
mass difference distribution. The method exploits the fact that one or more invariant
mass difference(s) can be defined for a decay chain involving two (or more) consec-
utive decays. The simplest case is the decay of a particle P1 → P2 + A, where P2
subsequently decays by P2 → B + C ; real examples include χcJ → J/ψγ with
J/ψ → μ+μ−, and D∗± → D0π± with D0 → (Kπ)0. The difference between the
invariant masses m(ABC)− m(BC) (e.g. m(μ+μ−γ)− m(μ+μ−)) is itself Lorentz
invariant and is equal to M(P1) − M(P2). Consequently, reconstructed invariant
mass difference distributions exhibit peaks corresponding to definite mass states in
the same way that invariant mass distributions do. In the case that the decay products
ABC are reconstructed with some measurement error, perhaps due to energy losses
in detector material or due to the inherent resolution of the detector, the propagated
effect on m(ABC) is directly correlated with the effect on m(BC). For example,
if m(BC) is reconstructed at a mass slightly higher than M(P2) then m(ABC)

will also be reconstructed at a mass higher than M(P1) (assuming C is perfectly
reconstructed). However, this upward mass shift is partially cancelled in the mass
difference m(ABC) − m(BC). The overall mass difference distribution will exhibit
a peak around M(P1)− M(P2), with an effective mass resolution that is smaller than
that observed for the three body invariant mass, m(ABC). This method can also be
extended to multi-body and cascade decays with the construction of an appropriate
mass difference parameter.

The improvement in mass resolution achieved by the use of the mass difference
can be demonstrated by a simple simulation, as shown in Fig. 4.12. This simulation
generates χc1 → J/ψγ → μ+μ−γ decays and adjusts the transverse momentum
of both muons and the photon by a randomly chosen multiplicative factor that is
gaussian distributed with a mean of 1 and a width chosen roughly to mimic the
performance of the ATLAS detector (2 % for muons and for photon conversions
reconstructed from ID tracks, and 5 % for low pT photons reconstructed in the
calorimeter). The η and φ components of the four momenta are not changed and
the natural width of the χc1 (� = 0.86 ± 0.05 GeV [8]) is not simulated. The
resulting three-body invariant mass m(μ+μ−γ) distribution and the mass difference,
m(μ+μ−γ) − m(μ+μ−) + m J/ψ , distributions are shown in Fig. 4.12 for photons
with pT resolutions of both 2 and 5 %. In both cases, the mass resolution in the mass
difference distribution is significantly narrower. This method is most effective in the
case that the muon momentum resolution represents the dominant contribution to
the overall 3-body invariant mass resolution.
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Fig. 4.12 A demonstration
of the resolution
improvement gained with
mass difference technique in
simulated
χc → J/ψγ → μ+μ−γ
events. The simulation result
in the upper figure is
processed with a photon
transverse momentum
resolution of 5 % (a figure
comparable to that
achievable with the ATLAS
calorimeter) while the lower
figure is processed with a
photon transverse
momentum resolution of 2 %
(a figure comparable to that
achievable through the
reconstruction of photon
conversions in the ATLAS
ID)
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4.6.2 Measurement of Non-prompt Charmonium Production

As discussed in Chap. 2, it is often very desirable to be able to quantify what fraction
of charmonium states produced in hadronic collisions are produced in the decays of
b-hadrons. This can be achieved by exploiting the long lifetime of the b-hadrons,
typically between 1–2 ps. Over one third of b-hadrons (with pT ≈ 5 GeV) will
travel distances in the transverse plane in excess of 0.5 mm from their production
vertex before they decay, a distance that can be well resolved by modern precision
tracking detectors. Decay length or decay time variables can be defined to quantify
this flight distance from the tracking measurements. These quantities are generally
expressed in terms of the momentum of the reconstructed charmonium state and
the position of its decay vertex relative to the primary pp collision vertex. Such
variables do not represent a direct measurement of the proper decay time or distance
of the b-hadron (since all of the b-hadron decay products, and thus the b-hadron
momentum, are often not reconstructed) but are directly correlated and equally as

http://dx.doi.org/10.1007/978-3-319-23120-4_2
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useful for the identification of non-prompt production. One such variable, defined
for J/ψ → μ+μ− and ψ(2S) → μ+μ− decays, is the pseudo-proper decay time

τ = Lxy · m(μ+μ−)

pT
, (4.2)

where Lxy is the projection of the vector between the J/ψ or ψ(2S) decay vertex
and the primary pp collision vertex onto its transverse momentum pT defined as

Lxy = �L · �pT

| �pT | , (4.3)

where �L is a vector pointing from the primary pp interaction vertex to the μ+μ−
vertex and �pT is the transverse momentum vector of the J/ψ or ψ(2S) [12]. The
per-candidate di-muon invariant mass m(μ+μ−) is often substituted with the world
average mass of the J/ψ or ψ(2S).

The τ distribution for promptly produced charmonium peaks around zero, while
the distribution for charmonium produced in the decays of b-hadrons follows a char-
acteristic exponential decay distribution. This distribution can be fitted to determine
the fraction of charmonium produced through prompt and non-prompt mechanisms.
In practice, the τ distribution is often fitted in conjunction with an invariant mass
(or mass difference) distribution, to determine simultaneously the prompt and non-
prompt charmonium signals and the background contributions to the reconstructed
charmonium decay candidates. The shapes of the prompt and non-prompt contri-
butions to the τ distribution are shown in the demonstration fit to simulated data
shown in Fig. 4.13. Provided the experimental resolution in τ is good (as shown in
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Fig. 4.13 A demonstration of a simultaneous fit to the invariant mass and pseudo-proper decay
time distributions of reconstructed charmonium states (J/ψ → μ+μ− in this example). The prompt
(red and shaded) and non-prompt (green) yields of the charmonium state can be simultaneously
determined by exploiting the discriminating power of the pseudo-proper decay time distribution
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the example), the prompt and non-prompt contributions to the distribution can be
reliably fitted. This method has been widely used in charmonium production mea-
surements at the Tevatron [13] and at the LHC [12, 14, 15].

4.6.3 Topological Particle-Vertex Matching

One ubiquitous problem in the reconstruction of particle decays is the issue of com-
binatoric backgrounds. In the case of χc → J/ψ γ, for χc produced at the LHC, the
muon multiplicity for p μ

T > 4 GeV in a typical χc event is reasonably low (typically
only a single di-muon pair with an invariant mass broadly consistent with a J/ψ).
However, the low pT photon multiplicity is often very high (tens of photons for
each individual pp interaction), due to the copious production of π0 mesons which
subsequently decay to two photons. Some discriminating attributes are necessary
to identify the photon coming from the χc decay among the many “background”
(combinatoric) photons. One quantity that is useful for this purpose, for photons
reconstructed from conversions, is the 3-dimensional impact parameter a0 given by

a0 = |�xe+e− − �xμ+μ−| · sin (θ), (4.4)

where �xe+e− and �xμ+μ− are the positions of the conversion vertex and the J/ψ →
μ+μ− vertex, respectively and θ is the angle between the vector �xe+e−−�xμ+μ− and the
converted photon momentum, as shown in Fig. 4.14. This quantity is consistent with
zero for photon conversions from a χc → J/ψ γ decay, where the photon trajectory
points back to the J/ψ → μ+μ− vertex (since the J/ψ decay position coincides
with the χc decay position within the resolution of the detector). Requiring that a0 be
small can reject converted photons that are not consistent with having originated from

Fig. 4.14 A schematic
diagram showing the
definition of the quantity a0
in the r -z plane. The red line
represents the momentum
vector of the converted
photon and the blue points
represent the positions of
both the μ+μ− and e+e−
vertices
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a given vertex (e.g. photons coming from pileup interactions). The implementation
of this method in the selection of χc → J/ψ γ and χb → ϒ γ decays is discussed
in Chaps. 5 and 6.

4.7 Luminosity Measurement

An accurate measurement of the integrated luminosity of a pp collision data sample is
necessary for the measurement of quarkonium (or indeed any final state) production
cross sections. A measurement of the integrated luminosity of a data sample,

∫ Ldt ,
relies upon an accurate measurement of the instantaneous luminosity, L. This can be
expressed, for a pp collider, as

L = μnb fr
σinel

, (4.5)

where σinel is the cross section for inelastic pp interactions, nb is the number of proton
bunch pairs which collide in a single revolution, fr is the revolution frequency and μ
is the average number of inelastic pp collisions occurring within each bunch cross-
ing [16]. The ATLAS detector measures the average number of observed inelastic pp
interactions in each bunch crossing, μvis = εμ and the visible inelastic cross section
σvis = ε′σinel (where ε(′) is the efficiency of these measurements) with a number
of different detectors and algorithms [16]. The quantities μvis and σvis are typically
measured by event or particle counting algorithms using measurements from the ID,
calorimeters or the dedicated luminosity measurement detectors, collectively known
as LUCID. The LUCID detectors are positioned on either side of the detector (±17 m)

from the IP) and cover the region 5.6 < |η| < 6.0. The detector consists of sixteen
tubes filled with C4F10 gas, and is instrumented with photo-multiplier tubes designed
to detect Cherenkov photons produced when a charged particle passes through the
gas [5]. The absolute scale of σvis measured by the luminosity detector is primarily
calibrated by beam-separation scans, also known as van der Meer (vdM) scans [16,
17]. This technique allows the absolute luminosity to be directly determined from
a combination of the known LHC beam parameters and measurements of the beam
widths in the x and y directions. The beam widths are measured by monitoring the
activity in the luminosity detectors as the beams are separated (in the x and y direc-
tions separately) in steps of known distance [16]. These methods allow the integrated
luminosity of the data samples collected during the

√
s = 7 TeV pp runs of 2010

and 2011 to be measured with a precision of ±3.5 and ±1.8 % respectively [16].

http://dx.doi.org/10.1007/978-3-319-23120-4_5
http://dx.doi.org/10.1007/978-3-319-23120-4_6
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Chapter 5
Observation of the χb Bottomonium States

The following analysis of radiativeχb decays is published inRef. [1]. The description
of the analysis using unconverted photons is based upon that in [1] but includes some
additional details. The complementary analysis using photon conversions, published
in the same paper, is also briefly discussed though the analysis was not performed
by the author of this thesis.

5.1 Introduction to the χb System

The χb states are the spin triplet (S = 1) P-wave (L = 1) states of the bottomonium
system. For a given principal quantum number, n, a triplet of χb states exists, each
state having a different total angular momentum quantum number, J . The three states
of each χb(n P) triplet have total angular momentum, parity and charge conjugation
parity quantum numbers J PC = 0++, 1++, 2++ and are denoted χbJ (n P). The
existence of two triplets of χb states, the χbJ (1P) and χbJ (2P) triplets, has been
firmly established for many years [2–4]. The dominant decay mode of the χbJ (n P)

states is the radiative transitionχbJ (n P) → ϒ(mS)γ (wherem ≤ n) with branching
fractions ofO (10%) for the J = 1, 2 states andO (1%) for the J = 0 states. These
large branching fractions suggest that the total transition amplitude is dominated by
electric dipole (E1) transitions, though no measurements of the multipole composi-
tions have been performed [5]. The world average masses and radiative branching
fractions for the χbJ (1P) and χbJ (2P) states are summarised in Table5.1. The mass
splittings between the individual states within a triplet are small (O (10 MeV)). The
experimental study of the spectroscopy of the χb states at e+e− colliders running
at

√
s = mϒ(mS) requires fine energy resolution (O (1 MeV)) to identify the mono-

energetic photon lines in ϒ
(
m′S

) → χbJ (n′ P)γ decays (where m′ = n′ + 1). This
is also true for hadron colliders, where the unknown initial state requires complete
reconstruction of theχbJ (n P) → ϒ(mS)γ final state and the analysis of an invariant
mass spectrum, limiting the potential resolution of hadron collider experiments.

© Springer International Publishing Switzerland 2016
A. Chisholm, Measurements of the χc and χb Quarkonium States
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Table 5.1 Selected properties of the χbJ (1P) and χbJ (2P) states, with all information taken
from [5]

n J Mass (MeV) B (χbJ (n P) → ϒ(1S)γ)

(%)
B(

χbJ (n P) →
ϒ(2S)γ

)

1 0 9859.44 ± 0.42 ± 0.31 (1.76 ± 0.35) −
1 9892.78 ± 0.26 ± 0.31 (33.9 ± 2.2) −
2 9912.21 ± 0.26 ± 0.31 (19.1 ± 1.2) −

2 0 10232.5 ± 0.4 ± 0.5 (0.9 ± 0.6) (4.6 ± 2.1)%

1 10255.46 ± 0.22 ± 0.50 (9.2 ± 0.8) (19.9 ± 1.9)%

2 10268.65 ± 0.22 ± 0.50 (7.0 ± 0.7) (10.6 ± 2.6)%

The χbJ (n P) masses are calculated using the photon energy measured in ϒ(mS) → χbJ (n P)γ
decays (where m = n + 1). The first uncertainty is associated with the world average value of the
photon energy while the second is associated with the uncertainty on the ϒ(mS) world average
mass

Table 5.2 Selected theoretical predictions for the masses of the χbJ (3P) states

Author(s) Predicted χbJ (3P) mass (MeV)

J = 0 J = 1 J = 2 c.o.g.

Kwong and
Rosner [7]

10500.7 10516.0 10526.4 10520.1

Motyka and
Zalewski [8]

10503.0 10520.1 10532.3 10525.0

The centre of gravity (c.o.g.) of the triplet is the spin averagedmass of the three individual states. The
hyperfine splitting between the 3PJ c.o.g. and the 1P1 state is expected to be small (<1MeV) [9].
Consequently, the 33PJ c.o.g. is expected to coincide closely with the mass of the 31P1 hb(3P)

state [8]

In principle,many triplets ofχb states could exist with principal quantumnumbers
in excess of 2, though those with masses above the B B̄ threshold (10558.52 MeV)
are expected to have large hadronic decay widths to b hadron pairs that dwarf the
experimentally convenient radiative transitions by orders ofmagnitude. Additionally,
at higher masses, the possibility of mixing between P-wave states and higher angular
momentum states (or the B B̄ continuum, if close to the threshold) becomes more
likely, as mass splittings become more compressed and decay widths increase.

However, a third triplet comprising the χbJ (3P) states, is generally expected to
exist and predictions for the masses of the χbJ (3P) states based upon various Q Q̄
potential models tend to lie below the B B̄ threshold (see Table5.2) [6–8].

The χbJ (3P) states are difficult to produce at an e+e− collider since the typi-
cal production mechanism of ϒ(mS) → χbJ (n P)γ (where m = n + 1) decays is
highly suppressed for n = 3, due to the very small ϒ(4S) radiative branching frac-
tion (around 10−4, assuming �(ϒ(3S) → χb(2P)γ) ≈ � (ϒ(4S) → χb(3P)γ)).
Alternative production modes at e+e− colliders include e+e− → e+e−γγ →
e+e−χb(3P), though the di-photon transition amplitude is expected to be small
(the corresponding values in the χc system are �

(
χc0,2 → γγ

) ≈ O(0.1 keV)).
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This production mode is only allowed for the J = 0 and J = 2 states, since the
corresponding amplitude for the J = 1 states vanishes due to the Landau-Yang theo-
rem [10, 11]. The χbJ (3P) states have not been observed in either of these modes at
e+e− experiments thus far. Conversely, the potential for observation of the χbJ (3P)

states at hadron colliders is in principle no worse than for the χbJ (1P) and χbJ (2P)

states. Hadron colliders benefit from the large quarkonium hadro-production cross
section but lack the well defined initial state of e+e− collider experiments. CDF was
the first hadron collider experiment to observe the hadro-production of the χbJ (1P)

and χbJ (2P) states, though no evidence for the χbJ (3P) states was observed [12].
However, the early CDF analysis was performed with a very small data sample rep-
resenting 90pb−1 of integrated luminosity and any potential χbJ (3P) signal would
have been very difficult to identify given the large statistical uncertainties. This analy-
sis was not updated with the larger data samples collected during Tevatron Run II
and represented the only published observation of the χb states at a hadron collider
until the advent of the LHC.

The arrival of the LHC and the large data samples collected by the experiments
during LHC Run I provided an opportunity to confirm the CDF observation of χb

hadro-production and continue the search for the χbJ (3P) states. This chapter will
discuss the first experimental observation of theχb states at the LHCwith theATLAS
experiment.

5.2 Reconstruction of χbJ (n P) → ϒ(mS)γ Decays

5.2.1 Data Sample and Event Selection

The analysis is performed with a sample representing 4.4 fb−1 of
√

s = 7 TeV
pp collision data collected by the ATLAS experiment during the 2011 LHC run.
Events are only considered for analysis if they were recorded under stable LHC
beam conditions with all relevant detector sub-systems fully operational. The data
sample used was collected with a selection of single muon and di-muon triggers.
The minimum muon transverse momentum (p μ

T ) threshold was 4 GeV for di-muon
triggers and 10 GeV for single muon triggers.

5.2.2 Selection of ϒ(mS) → μ+μ− Candidates

The first step towards the reconstruction of χbJ (n P) → ϒ(mS)γ decays (m ≤ n) is
the selection of events containing ϒ(mS) → μ+μ− candidates. Events are selected
that contain two reconstructed muon objects that satisfy the following requirements:

• The two muons are required to have opposite charges
• Each muon must be reconstructed from an inner detector track matched to a track
in the muon spectrometer
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• The pseudo-rapidity of each muon must satisfy |η μ| < 2.3
• Each muon must have transverse momentum p μ

T > 4 GeV

In addition to these requirements, the inner detector track associated with each
muon candidate is required to satisfy a series of quality requirements:

• The track should contain at least one pixel B layer (the first layer) hit if such a hit
is expected

• The sum of the number of pixel hits and the number of dead pixel sensors crossed
by the track must be greater than 1

• The sum of the number of SCT hits and the number of dead SCT sensors crossed
by the track must be greater than 5

• The number of crossed pixel and SCT holes (a hole is an expected hit, given the
track trajectory, that has not been assigned to the track [13]) must be less than 3

• The track reconstructed in the silicon detectors must have a successful TRT exten-
sion if expected

The inner detector tracks of di-muon pairs that satisfy these criteria are then fitted
to a common vertex (with no kinematic or mass constraints) and are only retained
if the vertex fit result satisfies χ2/[d.o. f.] < 20 ([d.o. f.] denotes the number of
degrees of freedom in the fit). The remaining di-muon candidates are required to have

transverse momentum p μ+μ−
T > 8 GeV and absolute rapidity |yμ+μ−| < 2.0. The

invariant mass distribution of di-muon candidates satisfying these requirements is
shown in Fig. 5.1, which exhibits three broad peaks corresponding to theϒ(1, 2, 3S)

states. Di-muon candidates are considered as ϒ(1S) → μ+μ− candidates if they
satisfy 9.25 < m

(
μ+μ−)

< 9.65 GeV (Region A in Fig. 5.1) and ϒ(2S) → μ+μ−
candidates if they satisfy 9.80 < m

(
μ+μ−)

< 10.10 GeV (Region B in Fig. 5.1).
An asymmetric invariant mass selection around the ϒ(2S) peak is chosen to reduce
contamination from ϒ(3S) → μ+μ− decays and non-resonant di-muon pairs. This
selection is motivated by the fact that χbJ (n P) → ϒ(3S)γ decays are kinematically
forbidden for n = 1, 2 and the kinematic acceptance for n = 3 is expected to be
negligible.

5.2.3 Selection of Photons from χbJ (n P) → ϒ(mS)γ Decays

Events containing a reconstructed ϒ(1, 2S) → μ+μ− candidate are analysed fur-
ther to search for photon objects consistent with χbJ (n P) → ϒ(1, 2S)γ decays.
Photons are reconstructed from energy deposits in the EM calorimeter. Unconverted
photons with transverse energy E γ

T > 2.5 GeV and pseudorapidity |ηγ | < 2.37
which pass the “loose” identification criteria, described in Sect. 4.4, are retained
for further analysis. In addition to these requirements, photons reconstructed within
the transition region between the barrel and endcap sections of the EM calorimeter
(1.37 < |ηγ | < 1.52) are rejected (since the performance is poorly calibrated due to
the complex geometry of the transition).

http://dx.doi.org/10.1007/978-3-319-23120-4_4


5.2 Reconstruction of χbJ (n P) → ϒ(mS)γ Decays 83

) [GeV]-μ+μ m(

8.0 8.5 9.0 9.5 10.0 10.5 11.0 11.5 12.0

 D
i-m

uo
n 

ca
nd

id
at

es
 / 

(5
0 

M
eV

)

0

20

40

60

80

100

120

140

160

310×

SB A B

-1 L dt = 4.4 fb∫Data 

(1S) selectionϒA - 

(2S) selectionϒB - 

SB - Sideband

Fig. 5.1 The invariant mass m
(
μ+μ−)

distribution of ϒ(mS) → μ+μ− candidates satisfying
the criteria described in Sect. 5.2.2. Regions A and B show the invariant mass selection criteria for
ϒ(1S) → μ+μ− and ϒ(2S) → μ+μ− candidates respectively. The region denoted SB shows the
“low mass” sideband

The direction of the photon momentum is corrected with a calorimeter pointing
fitting procedure designed to improve the mass resolution and reject μ+μ−γ combi-
nations which are inconsistent with having been produced at a single decay vertex.
The method used is based upon a technique developed to improve experimental mass
resolution in reconstructed H → γγ decays [14]. The ATLAS EM calorimeter is
longitudinally segmented in three layers, allowing photon direction information to
be obtained in addition to an energy measurement. The energy deposit barycentres
in the first and second layers of the EM calorimeter, in addition to the μ+μ− vertex,
provide three points in the r–z plane of the detector, from which to extract a more
precise photon η measurement. These three points are fitted with a straight photon
trajectory using a simple χ2 minimisation procedure to yield a corrected value of the
polar angle θ, which in turn is used to calculate a corrected value of η. Fits to μ+μ−γ
candidates which converge with χ2/[d.o. f.] < 200 are considered successful and
the corrected photon momentum is adopted, while all other candidates are rejected.
The reconstructed energy and azimuthal angle of the photon are not altered in this
procedure. Reconstructed μ+μ−γ combinations which are successfully corrected,
in addition to passing all the requirements described above, are considered to be
candidate χbJ (n P) → ϒ(1, 2S)γ decays. If multiple unique ϒ(1, 2S)γ candidates
are selected within a single event, all candidates are retained (though no events are
found with more than one ϒ(1, 2S)γ candidate in the dataset used in this analysis).
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5.3 Observation of the χb States

The mass difference distribution m(μ+μ−γ) − m(μ+μ−) + mϒ(1S) (where mϒ(1S)

is the world average value for the mass of the ϒ(1S) state [5]) for selected
χbJ (n P) → ϒ(1S)γ candidates is shown in Fig. 5.2. The mass difference distri-
bution is analysed in favour of the three-body invariant mass m(μ+μ−γ) as it offers
improved mass resolution due to a partial cancellation in the experimental di-muon
mass resolution that contributes to both m(μ+μ−γ) and m(μ+μ−). The distribution
exhibits two clear peaks in the regions around 9.9 and 10.25 GeV that are consistent
with the masses of the χb(1P) and χb(2P) states. The experimental mass resolution
is insufficient to resolve the individual χbJ states that together form the observed
peaks. In addition to these known structures, a further peaking structure is observed
at amass of around 10.55 GeV. Themass of the additional structure is not compatible
with any previously observed bottomonium state that could decay to ϒ(1S)γ [5].
Given the close proximity of this structure to the predicted mass centre of gravity

Fig. 5.2 The m(μ+μ−γ) −
m(μ+μ−) + mϒ(1S)

distributions for
χb(n P) → ϒ(1S)γ
candidates reconstructed
with unconverted photons.
The same distributions for
μ+μ−γ candidates with a
di-muon invariant mass
within the “low mass”
sideband region is overlaid
and normalised to the same
number of events as the χb
candidate distribution in the
region above 10.7 GeV. The
μ+μ−γ candidates in the
lower plot are required to
have a di-muon transverse
momentum
p μ+μ−

T > 20 GeV
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for the χb(3P) states shown in Table5.2, the additional structure is provisionally
identified as a candidate for the previously unseen χb(3P) states.

The general shape of the background contribution to the mass difference distri-
bution can be estimated from events which fail the ϒ(nS) mass requirements but
which satisfy all other selection requirements (though some care must be taken in
placing too much trust in this method, as will be discussed in Sect. 5.6). μ+μ−γ can-
didates which pass all of the selection but which have a di-muon invariant satisfying
8.0 < m(μ+μ−) < 8.8 GeV, the “low mass” sideband of the ϒ(nS) peaks, are used
to provide an estimate of the shape of the background contribution, as shown in the
shaded regions of Fig. 5.2.

Themass difference distributionm(μ+μ−γ)−m(μ+μ−)+mϒ(2S) (wheremϒ(2S)

is the world average value for the mass of the ϒ(2S) state [5]), shown in Fig. 5.3,
is also analysed to search for evidence of χbJ (n P) → ϒ(2S)γ decays. Some small
excess of events above the background expectation (assuming the normalised side-
band distribution is a good approximation to the background) is observed in the

Fig. 5.3 The m(μ+μ−γ) −
m(μ+μ−) + mϒ(2S)

distributions for
χb(n P) → ϒ(2S)γ
candidates reconstructed
with unconverted photons.
The same distributions for
μ+μ−γ candidates with a
di-muon invariant mass
within the “low mass”
sideband region is overlaid
and normalised to the same
number of events as the χb
candidate distribution in the
region above 10.7 GeV. The
μ+μ−γ candidates in the
lower plot are required to
have a di-muon transverse
momentum
p μ+μ−

T > 20 GeV
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region around 10.55 GeV. While the mass of this structure is broadly compatible
with the χb(3P) candidate observed in the ϒ(1S)γ final state, it is not found to be
statistically significant.

5.4 Cross Checks

Several checks are performed to ensure that the structure interpreted as a candidate
for the χb(3P) states is due to the genuine decays of a physical mass state (or states)
and not a spurious experimental effect.

• m(μ+μ−) Sideband Studies: The mass difference distribution m(μ+μ−γ) −
m(μ+μ−) forμ+μ−γ candidateswith di-muon invariantmasses outside theϒ(nS)

peak region are analysed to search for any structures similar to the χb(3P) can-
didate peak. The mass difference distributions for μ+μ−γ candidates with di-
muon invariant masses within both the low mass sidebands (8.0 < m(μ+μ−) <

8.8 GeV) and high mass (10.7 < m(μ+μ−) < 12.0 GeV) sidebands are investi-
gated. No evidence for any peaking structure is observed in either mass difference
distribution, as shown in Fig. 5.2.

• Event Mixing: Events containing ϒ(1S) candidates are combined with photon
candidates which pass the photon selection criteria but which are reconstructed
in an independent pp bunch crossing event. The approach involves running the
analysis selection on the full data sample but with all photon information taken
from the previous event. The mass difference distribution for a sample of data
events mixed in this way is shown in Fig. 5.4. The mass difference distribution for
this sample of “mixed”ϒ(1S)γ pairs does not exhibit any clear peaking structures
in the χb mass region, as shown in Fig. 5.4.

• Muon Photon Overlap: Events in which one or both muons from the ϒ(1S) →
μ+μ− decay are spatially close to the unconverted photon candidate could affect

Fig. 5.4 The mass
difference m(μ+μ−γ) −
m(μ+μ−) + mϒ(1S)

distribution for a sample of
mixed data events. This
sample is built by associating
data events which satisfy the
ϒ(1S) selection with photon
information from the
previous event
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the energymeasurement of the photon, due to possible additional energydeposits in
the same EM cluster. The photon cluster size is 3 × 5 cells = 0.075(η)× 0.125(φ)

in the barrel region of the EM calorimeter and 5× 5 cells = 0.125(η) × 0.125(φ)

in the endcap region. If a muon is within �R(μ, γ) < 0.15(0.18) (where
�R = √

(�φ)2 + (�η)2) of a photon reconstructed within the barrel (endcap)
there is a possibility that it will deposit some energy (typically around 300 MeV)
within the EM calorimeter cells that contribute to the measurement of the pho-
ton cluster energy. To check whether this possible correlated mis-measurement
could be responsible for the structure interpreted as a χb(3P) candidate, the full
sample of χb(n P) → ϒ(1S)γ candidates is split into subsets based on the spa-
tial separation between the unconverted photon candidate and the closest muon,
�R(μ, γ). Only around 10% of the μ+μ−γ candidates are reconstructed with
�R(μ, γ) < 0.15(0.18), as shown in Fig. 5.5. The μ+μ−γ candidates within the
χb(n P) signal peaks in the m(μ+μ−γ) − m(μ+μ−) + mϒ(1S) distribution are
found to have no strong dependence on �R(μ, γ).

• Time Dependent Effects and Pileup: The full sample of χb(n P) → ϒ(1S)γ
candidates is split into two subsets based on the data acquisition system run number
(i.e. time of data collection) to check for any possible time dependence of the
structures in themass difference distribution due to changes to the LHC or detector
running conditions. In particular, the instantaneous luminosity delivered toATLAS
by the LHC increased significantly throughout the 2011 run. One consequence of
this was an increase in the number of pp interactions in each bunch crossing
(pileup) as a function of time. Additionally, the selection applied by the muon
trigger algorithms used to collect the 2011 data sample evolved slightly during the
run to account for the increasing instantaneous luminosity. To checkwhether any of
these time dependent changes to the experimental conditions could have resulted in
systematic changes to the mass difference distributions, two data subsets (“early”
and “late”) are defined based upon their run number. The same three peaking
structures and the background shape are observed in both data subsets, suggesting

Fig. 5.5 The spatial
separation �R(μ, γ), versus
the mass difference
m(μ+μ−γ) − m(μ+μ−) +
mϒ(1S) distribution for
selected χb(n P) → ϒ(1S)γ
candidates. The distribution
shows that the μ+μ−γ
candidates within the
χb(n P) signal peaks in the
m(μ+μ−γ) − m(μ+μ−) +
mϒ(1S) distribution are
distributed with no strong
dependence on �R(μ, γ)
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Fig. 5.6 The mass
difference m(μ+μ−γ) −
m(μ+μ−) + mϒ(1S)

distribution for a sample of
simulated
χb(1P) → ϒ(1S) γ events.
The peak in the distribution
corresponds to
χb(1P) → ϒ(1S) γ.
Neglecting this mass peak,
no further mass peaks similar
to those observed in data are
present
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that the changes in the experimental conditions are largely inconsequential to the
shape of the mass difference distribution.

• MC Simulation Samples: The analysis selection is performed on a sample of sim-
ulated pp → ϒ(1S)X events generated with the PYTHIA 6 MC generator [15].
The simulated events are propagated through the ATLAS detector simulation and
processed with the same reconstruction algorithms used to process the data. The
simulated event samples contain χb(1, 2P) → ϒ(1S)γ decays but do not contain
decays of any other bottomonium states to ϒ(1S)γ final states. The mass dif-
ference distributions obtained from these simulation samples exhibits a χb(1P)

signal peak qualitatively similar to that observed in data but does not exhibit any
structures in the region of the χb(3P) candidate peak observed in data, as shown
in Fig. 5.6. The sample does not include any χb(2P) → ϒ(1S)γ decays due to the
limitations of the PYTHIA implementation of bottomonium production processes.

5.5 Fitting Procedure

Before the fitting procedure is performed, an additional requirement of p μ+μ−
T >

20 GeV is imposed on the selected χb(n P) → ϒ(1S)γ candidates, which enhances
the statistical significance of the χb(1P) and χb(2P) mass peaks (irrespective of the
χb(3P) candidate peak), as shown in Fig. 5.2.

An unbinnedmaximum likelihood fit is performed to them(μ+μ−γ) − m(μ+μ−)

+ mϒ(1S) distribution of selected χb(n P) → ϒ(1S)γ candidates to measure the
experimental “mass barycentre” of each χb(n P) peak. The experimental mass res-
olution is considerably larger than the known χb(1P) and χb(2P) mass splittings.
The observed χb(1P) and χb(2P) mass peaks represent mixtures of each of the two
triplets of χbJ states, each weighted by the product of its relative production rate,
radiative branching fraction and total experimental acceptance. This complicated
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production-averaged mass is referred to as the experimental mass barycentre. While
the branching fractions for the individual χbJ states are known for the χb(1P) and
χb(2P) triplets, the production cross sections for the states have not been measured
at the LHC. It is therefore not possible to attempt to fit the χb(1P) and χb(2P)

peaks reliably with a probability density function (PDF) composed of three indi-
vidual contributions, given the poor mass resolution. The situation is complicated
further in the case of the χb(3P) candidate by a lack of knowledge of the presence
or attributes of any fine structure. Given the absence of the information necessary to
measure any physically meaningful masses, the experimental mass barycentres are
measured directly. While these quantities are dependent on the experimental detec-
tion methods they can still be used to make a qualitative and indirect comparison
with the known χbJ (1, 2P) masses and the theoretical predictions for the masses of
the χbJ (3P) states.

The mass difference distribution m̃ = m(μ+μ−γ)− m(μ+μ−)+ mϒ(1S) is mod-
elled with the PDF

P(m̃;�) =
3∑

n=1

fn · P n
sig(m̃;�n) + fbkgd · Pbkgd(m̃;�) , (5.1)

where Psig is the PDF describing each χb(n P) peak and Pbkgd is the PDF describing
the background contribution to the distribution. �, �n and � are sets of free para-
meters (� ∈ {�n,�}) and the constraint f1 + f2 + f3 + fbkgd = 1 is imposed. A
single Gaussian signal PDF is chosen, motivated by the fact that the experimental
resolution (which is well described by a Gaussian resolution function) in the mass
difference distribution (around 45 MeV) is significantly greater than the mass split-
ting between the J = 1 and J = 2 states in each triplet (19 MeV for the χb(1P)

triplet and 14 MeV for the χb(2P) triplet). Contributions from the J = 0 states of
the triplets are expected to be small given their much lower branching fractions to
ϒ(1S)γ, relative to the J = 1 and J = 2 states. The choice of a Gaussian PDF is
further motivated by the lack of knowledge of any potential unresolved substructure
within the χb(3P) candidate peak.

Each of the three χb signal peaks present in the m̃ distribution is modelled with
a Gaussian PDF, each with a free mean value (an estimate of the experimental mass
barycentre) m̄n and width σn , denoted by P n

sig.(m̃; m̄n,σn). The background PDF is
modelled with the empirically motivated distribution,

Pbkgd(m̃;α,β) = exp
(
α · m̃ + β · m̃−2

)
, (5.2)

where α and β are both free parameters. The analytical form of the background
PDF is chosen to imitate the shape of the m(μ+μ−γ) − m(μ+μ−) distribution for
μ+μ−γ candidates with a di-muon invariant mass in the sidebands of the m(μ+μ−)

distribution. The result of the fit is shown in Fig. 5.7. In addition to the nominal fit,
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Fig. 5.7 The results of
unbinned maximum
likelihood fits to the
m(μ+μ−γ) − m(μ+μ−) +
mϒ(1S) distribution for
χb(n P) → ϒ(1S)γ
candidates reconstructed
with unconverted photons.
The requirement

p μ+μ−
T > 8 GeV is imposed

in the upper figure while

p μ+μ−
T > 20 GeV is

imposed in the lower figure.
The fit result shown in the
lower figure is used to
measure experimental mass
barycentres of the χb signals
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performed with the requirement p μ+μ−
T > 20 GeV imposed, Fig. 5.7 also shows a fit

to the mass difference distributions with a relaxed requirement of p μ+μ−
T > 8 GeV.

Theχb signal to background ratiowith the relaxed p μ+μ−
T requirement is significantly

lower than for the nominal selection.

5.6 Systematic Uncertainties

Several sources of systematic uncertainty are studied that could affect the measure-
ments of the experimental mass barycentres of the χb signals:

• Choice of χb signal PDF: To check that the choice of a single Gaussian PDF
to model each χb peak is justified, given the known mass resolution and mass
splittings, an alternative signal fit model is tested. The signal PDF for each χb

peak is modified to the sum of two Gaussian PDFs. The mean values of the two
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Gaussians, m̄ J=1
n and m̄ J=2

n are constrained such that m̄ J=2
n −m̄ J=1

n = �m21(n P)

where�m21(n P) is themass splitting between theχb1(n P) andχb2(n P) states. In
the case of theχb(1P) andχb(2P) triplets, this information is taken from theworld
average values [5], while a theoretical prediction of�m21(3P) = 12 MeV is used
for the χb(3P) triplet [8]. The widths of the two Gaussian PDFs are constrained
to the same value while the relative normalisation of the two Gaussian PDFs is
included as an additional free parameter (common to all three signal peaks). The
changes in the peak positions with this alternative signal model, compared to the
nominal fit, are found to be within±3 MeV for each peak, substantially lower than
the statistical uncertainty. This suggests that the data have no sensitivity to the fine
structure and the use of a single Gaussian PDF is well motivated. No systematic
uncertainty on the measured experimental mass barycentres was assigned due to
the modelling of the χb signal in the fit model.

• Choice of background PDF: An accurate measurement of the experimental mass
barycentres relies on an accurate modelling of the background contribution to
mass difference distribution. In addition to describing the shape of the background
accurately, the parameterisation of the background PDF must not introduce any
bias to the fit result due to strong parameter correlations. To quantify the systematic
uncertainty due to the choice of background PDF, several alternative models are
tested:

1. Simultaneous fit to sideband data: The mass difference distribution of μ+μ−γ
candidates with m(μ+μ−) outside the ϒ(mS) peaks provides an estimate of
the shape of the background contribution to the mass difference distribution
of the χb(n P) candidates. Differences between the two distributions can arise
due the differing muon kinematics (generally due to differing m(μ+μ−)) and
the contributions to the background distribution from resonant sources. To
minimise the differences in shape due to muon kinematics, only the “low
mass” sideband (7.0 < m(μ+μ−) < 8.8 GeV) is used, as it is closer to the
ϒ(1S) mass (9.46 GeV) than the “high mass” sideband. Decay chains such as
ϒ(2, 3S) → ϒ(1S)π0π0 (with π0 → γγ, where ϒ(1S) → μ+μ− and a single
photon are reconstructed) andϒ(2, 3S) → χb(1, 2P)γ1 → ϒ(1S)γ1γ2 (where
the reconstructed ϒ(1S) and γ1 are paired) represent the dominant sources of
such resonant backgrounds. The shapes and rates of these backgrounds relative
to the χb(1P) and χb(2P) signals are shown in Fig. 5.10. These contributions
have a rate significantly below the χb(1, 2P) signals and below the total rela-
tive background when compared to Fig. 5.7. This suggests that the use of the
“low mass” sideband distribution is a reasonable approximation to the back-
ground contribution to the mass difference distribution. The fitting procedure is
modified to simultaneously fit the nominal background PDF to both the “low
mass” sideband mass difference distribution in addition to the mass difference
distribution of the χb candidates. The nominal fit is also performed with the
background parameters α and β fixed to the values obtained in a fit to the “low
mass” sideband mass difference distribution.
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2. Alternative background PDFs: Two alternative background PDFs are also tested.
The first is the PDF P1

alt.(m̃;α,β) = mα exp (β · m̃)which has a shape similar to
the nominal background PDF and has the same number of free parameters. The
second alternative PDF is a modified Novosibirsk function [16] that contains
four free parameters. Additionally, the “low mass” sideband distribution is used
to form a non-parametric Gaussian kernel estimation PDF [17] which is also
tested as an alternative background PDF, as shown in Fig. 5.8.

Themaximumsingle deviation from thenominal fitted experimentalmass barycen-
tres from all of the alternative models is assigned as a systematic uncertainty due
to modelling of the background contribution to the mass difference distribution. In
this way, the systematic uncertainty on the measured experimental mass barycen-
tres due to modelling of the background is estimated at ±6, ±8 and ±21 MeV for
the χb(1P), χb(2P) and χb(3P) signals respectively.

• Photon Energy Scale: The accuracy of the measurement of the photon energy in
χb(n P) → ϒ(1S)γ decays has a direct impact on the measured experimental
mass barycentres of the χb signals. The positions of the χb(n P) peaks in the
mass difference m(μ+μ−γ)−m(μ+μ−) distribution are strongly correlated to the
measured photon energy. The uncertainty on the unconverted photon energy scale
is estimated at±2%, frommeasurements of Z → e+e− and J/ψ → e+e− decays
in data [18]. To estimate the effect of this energy scale uncertainty, the measured
energy of each photon is scaled by ±2% and the mass difference distribution
is refitted. The result is a shift in the measured experimental mass barycentre
of each χb peak by ±2% (as expected given the direct correlation between the
photon energy and the peak position in m(μ+μ−γ) − m(μ+μ−)). The systematic
uncertainties on themeasured experimentalmass barycentres due to the uncertainty
on the photon energy scale are estimated at±9,±16 and±22 MeV for theχb(1P),
χb(2P) and χb(3P) signals respectively.

• Muon Photon Overlap: The fit procedure is repeated with the requirement
�R(μ, γ) > 0.15(0.18) for photons reconstructed in the barrel (endcap) region of
the EM calorimeter, to exclude χb candidates reconstructed from photons whose
energy measurement might have been biased by energy deposits from a spatially
close muon. No significant change in the measured mass barycentres of the χb

signals is observed and no systematic uncertainty is assigned.
• Photon Identification Energy Scale Bias: The photon identification requirements
of the “loose” selection described in Sect. 4.4 are tuned for photons with pT >

15 GeV. To ensure that these requirements do not cause an unintentional bias in
the calibrated energy scale for much softer photons, the analysis and fitting pro-
cedure are repeated without the “loose” photon identification requirement. The
m(μ+μ−γ)− m(μ+μ−)+ mϒ(1S) distribution for χb candidates selected without
the “loose” requirement is shown in Fig. 5.9. The distribution exhibits a signifi-
cantly larger background contribution, though the qualitative position and promi-

http://dx.doi.org/10.1007/978-3-319-23120-4_4
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Fig. 5.8 An alternative fit to
the m(μ+μ−γ) −
m(μ+μ−) + mϒ(1S)

distribution for
χb(n P) → ϒ(1S)γ
candidates. The alternative
background PDF is derived
by performing the Gaussian
kernel estimation procedure
on the “low mass” sideband
distribution [17], as
discussed in Sect. 5.6
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Fig. 5.9 Fit to
m(μ+μ−γ) − m(μ+μ−) +
mϒ(1S) distribution for
χb(n P) → ϒ(1S)γ
candidates with no “loose”
photon identification
requirement imposed. The fit
procedure is identical to the
nominal fit but an alternative
background PDF is used,
derived by performing the
Gaussian kernel estimation
procedure on the “low mass”
sideband distribution [17]
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nence of the peaks is relatively unchanged.Thism(μ+μ−γ) − m(μ+μ−) + mϒ(1S)

distribution is fitted with the nominal fitting procedure but with a background PDF
derived by applying the Gaussian kernel estimation procedure to the “low mass”
sideband data, as discussed earlier [17]. No significant change in the fitted val-
ues of the measured experimental mass barycentres is observed suggesting that
the “loose” selection does not significantly bias the energy calibration of low pT

photons. No additional systematic uncertainty on the photon energy scale, beyond
that discussed earlier, is assigned.
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Fig. 5.10 Simulation of the shape of contributions to the mass difference distribution from partially
reconstructed bottomoniumdecays resulting in aϒ(1S)γ final state. The simulation uses theϒ(mS)

differential cross sections measured by ATLAS as an input [19]. The simulation approximates the
inclusive χbJ (1P) and χbJ (2P) cross sections (i.e. the sum of all three spin states) to the measured
ϒ(1S) and ϒ(2S) cross sections respectively, scaled by 0.75 (this approximation and scaling is
motivated by the prompt χcJ cross section relative to the prompt J/ψ cross section, measured in
Chap.6). The simulation applies all fiducial cuts on final state particles and smears m(μ+μ−γ) by
±40 MeV to mimic the experimental mass resolution (modelling of reconstruction efficiencies is
neglected). All channels are normalised with the appropriate world average branching fractions [5].
The decay chains considered all produce smooth and broad contributions to the distribution and
together result in contributions (relative to the χb(1P) peak) to the mass difference distribution of
less than 5%

5.7 Results

The measured experimental mass barycentres for the χb(1P), χb(2P) and χb(3P)

candidate signals are shown in Table5.3. The measured χb(1P) and χb(2P)

experimental mass barycentres cannot be directly compared to the world average

http://dx.doi.org/10.1007/978-3-319-23120-4_6
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Table 5.3 The measured experimental mass barycentres for the observed χb signals

States Experimental mass barycentre (MeV)
χb(1P) 9910 ± 6 (stat.) ± 11 (syst.)
χb(2P) 10246 ± 5 (stat.) ± 18 (syst.)
χb(3P) 10541 ± 11 (stat.) ± 30 (syst.)

values for the χbJ (1, 2P) masses (since they represent an unknown mixture of
the J = 0, 1, 2 states) but some assumptions on the relative production rates can
be made in order to compare with existing measurements. To a good approxima-
tion, the contribution from the J = 0 states can be neglected, owing to their
lower radiative branching fractions relative to the J = 1, 2 states. The produc-
tion rate of the χb2(1P) state relative to the χb1(1P) state has been measured by
the CMS experiment in pp collisons at

√
s = 8 TeV to be around 0.5 in radia-

tive decays to ϒ(1S), with no strong dependence on ϒ(1S) transverse momen-
tum [20]. The relative production rate measured by CMS represents the product
B(χb2(1P) → ϒ(1S)γ) · σ(χb2(1P))/B(χb1(1P) → ϒ(1S)γ) · σ(χb1(1P)) and
can be used to compute a production weighted average of the world average χb1(1P)

and χb2(1P) masses that can be compared to the measured χb(1P) experimental
mass barycentre. No data exist on the total production rate of the χb2(2P) state rela-
tive to the χb1(2P) state, so the measured value from the χb(1P) system is adopted
as an approximation. The weighted average is determined from

m̄n = m1(n P) + R · m2(n P)

1 + R
, (5.3)

where m J (n P) is the world average value for the mass of the χbJ (n P) state and
R is the measured production rate of the χb2(1P) state relative to the χb1(1P)

state. This equation gives production-weighted averages of 9899.4 ± 0.9 MeV and
10260.0 ± 0.6 MeV for the χb(1P) and χb(2P) triplets respectively. These calcu-
lated production-weighted averages are in agreementwith themeasured experimental
mass barycentres shown in Table5.3. The measured experimental mass barycentre
for the χb(3P) candidate is in agreement with the theoretical predictions for the spin
averaged mass centre of gravity of the χb(3P) triplet (shown in Table5.2) within
the experimental uncertainty, though the central value is around 15 MeV higher than
both predictions.

The statistical significance of the χb(3P) candidate signal is quantified with the
likelihood ratio test. The statistical significance Z is given by,

Z =
√

−2 ln

(
Ls+b

Lb

)
, (5.4)
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where Ls+b is the maximum likelihood value for the fit performed with the nominal
model containing signal and Lb is themaximum likelihood value for the fit performed
with no signal component for the χb(3P) candidate peak (the background-only
hypothesis) [21]. The background only fitwas achieved by implementing a parameter
constraint of f3 = 0 (see Eq.5.1). Using this method, the statistical significance of
the χb(3P) candidate signal is estimated to be in excess of 6 standard deviations.
The calculation of the statistical significance is repeated for each set of systematic
variations in the fit model discussed in Sect. 5.6 and is found to remain in excess of
6 standard deviations in each case.

5.8 Converted Photon Analysis

An additional, similar analysis using photon conversions (γ → e+e−) measured
in the inner detector to reconstruct χb(n P) → ϒ(mS)γ decays was performed in
parallel with the unconverted photon analysis. This analysis is described in detail
in Ref. [1] and the results will be briefly reviewed here, to complement the detailed
discussion of the unconverted photon analysis.

Theuse of photon conversions offers improvedmass resolution and access to lower
energy photons than unconverted photons reconstructed with the EM calorimeter.
However, the overall efficiency to reconstruct photon conversions is considerably
lower than for unconverted photons, for a given photon transverse momentum (for
pγ

T > 2.5 GeV). The converted photon analysis used an identical dataset and the
same selection of ϒ(mS) → μ+μ− candidates as described in Sect. 5.2.2. Although
the same dataset was used, the photons reconstructed from e+e− conversions in
the inner detector represent a statistically independent sample from the unconverted
photons reconstructed with the EM calorimeter. Further to this (for the dataset used)
no events were found where an ϒ(mS)γ candidate was selected by both analyses.

5.8.1 Photon Conversion Selection

Photon conversions are reconstructed from pairs of oppositely charged tracks with
transverse momentum pT > 500 MeV, whose opening angle and hence invariant
mass are both consistent with zero. The reconstruction of photon conversions in
ATLAS is described in more detail in Sect. 4.3.1. Candidate photon conversions
selected by the ATLAS conversion finding algorithm are required to satisfy the
following additional requirements:

• The radial displacement, R, of the conversion vertex from the beam axis must
satisfy R > 40mm, to reject backgrounds from promptly produced tracks

• Each candidate electron/positron track is required to have been reconstructed from
at least 4 hits in the silicon tracking detectors (Pixel and SCT)

http://dx.doi.org/10.1007/978-3-319-23120-4_4
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• The χ2 probability of the vertex fit is required to be greater than 0.01
• Candidate photon conversions are required to have transverse momentum pγ

T >

1.0 GeV and pseudo-rapidity |ηγ | < 2.3
• Any photon conversion candidates reconstructed from tracks already identified as
muons are rejected

Candidate photon conversions passing these requirements are associated with
ϒ(mS) → μ+μ− candidates, selected as described in Sect. 5.2.2, to formχb(n P) →
ϒ(mS)γ candidates. The transverse momentum of the di-muon system is required

to satisfy p μ+μ−
T > 12 GeV. In addition to these requirements, the 3-dimensional

impact parameter, a0, between the conversion momentum (passing through the con-
version vertex) and the di-muon vertex is required to satisfy a0 < 2mm, to reject
μ+μ−γ combinations incompatible with having originated from the same decay
vertex. The a0 parameter is defined and described in Sect. 4.6.

5.8.2 Observation of χb(n P) → ϒ(mS)γ with Photon
Conversions

Themass difference distributionsm(μ+μ−γ) − m(μ+μ−) + mϒ(1S) andm(μ+μ−γ)

−m(μ+μ−) + mϒ(2S), forμ+μ−γ candidates reconstructedwith a di-muon invariant
mass within theϒ(1S) andϒ(2S)mass windows (shown in Fig. 5.1) respectively are
shown in Fig. 5.11. Them(μ+μ−γ) − m(μ+μ−) + mϒ(1S) distribution exhibitsmass
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Fig. 5.11 The result of a simultaneous unbinned maximum likelihood fit to the m(μ+μ−γ) −
m(μ+μ−) + mϒ(1S) and m(μ+μ−γ) − m(μ+μ−) + mϒ(2S) distributions for χb(n P) → ϒ(kS)γ
candidates reconstructed with converted photons
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Fig. 5.12 The kinematic
acceptance of
χb(n P) → ϒ(mS)γ decays
reconstructed with converted
(upper) and unconverted
(lower) photons. The
kinematic acceptance for
χb(n P) → ϒ(mS)γ decays
reconstructed with converted
photons is significantly
greater than for unconverted
photons, for a given χb
transverse momentum
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peaks compatible with the χbJ (1P) and χbJ (2P) states at around 9.9 and 10.2 GeV
respectively. An additional structure at a mass of around 10.5 GeV is also observed
in both the m(μ+μ−γ)−m(μ+μ−)+mϒ(1S) and m(μ+μ−γ)−m(μ+μ−)+mϒ(2S)

distributions. The mass of these two structures are compatible with the measured
experimental mass barycentre of the χb(3P) candidate signal observed with uncon-
verted photons shown in Fig. 5.7. These two structures are interpreted as the decays of
the same χb(3P) candidate signal observed with unconverted photons, into ϒ(1S)γ
and ϒ(2S)γ final states, respectively.
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The lower minimum photon transverse momentum threshold (pγ
T > 1.0 GeV) of

photons reconstructed fromconversions offers a kinematic acceptance forχb(n P) →
ϒ(mS)γ decays that is much greater than for unconverted photons reconstructed
with the EM calorimeter (pγ

T > 2.5 GeV), for χb candidates with a given transverse
momentum. Figure5.12 shows the kinematic acceptance for χb(n P) → ϒ(mS)γ
decays as a function of χb transverse momentum, for photons with minimum trans-
verse momentum thresholds corresponding to those imposed for converted pho-
tons and for unconverted photons. The photon energy in the χb rest frame of a
χb(n P) → ϒ(mS)γ decay varies significantly for the different allowed combina-
tions ofn andm, leading to large variations in acceptance between the decay channels.
The observation of a significant χb(3P) → ϒ(2S)γ signal with photon conversions
and not with unconverted photons, for the same data sample and ϒ(2S) → μ+μ−
selection, is in agreement with these expectations, based on considerations of kine-
matic acceptance alone.

A simultaneous unbinned maximum likelihood fit is made to the m(μ+μ−γ) −
m(μ+μ−)+mϒ(1S) andm(μ+μ−γ)−m(μ+μ−)+mϒ(2S) distributions. This exploits
both observed decay modes to measure the experimental mass barycentre of the
χb(3P) candidate and the known χb(2P) and χb(1P) masses are used to constrain
the mass scale. The experimental mass barycentre of theχb(3P) candidate measured
with converted photons is found to be 10.530± 0.005 (stat.)± 0.009 (syst.) GeV, in
agreement with the measurement performed with unconverted photons. The obser-
vation of two decay modes, in addition to the improved mass resolution, endows the
converted photon analysis with much more sensitivity and provides a measurement
of the experimental mass barycentre of the χb(3P) candidate that is significantly
more precise than that obtained with the unconverted photons. The statistical sig-
nificance of the χb(3P) signal observed with photon conversions (combining both
ϒ(1, 2S)γ decay modes) is in excess of 6 standard deviations.

5.9 Confirmation by Other Experiments

Following the ATLAS observation of the χb(3P) candidate, both the D0 and LHCb
experiments confirmed the observation of a new state decaying to ϒ(1S)γ [22, 23].

The D0 experiment used a data sample corresponding to 1.3 fb−1 of p p̄ colli-
sion data collected at

√
s = 1.96 TeV to search for evidence of new bottomonium

states decaying to ϒ(1S)γ. ϒ(1S) candidates were reconstructed from the decay
ϒ(1S) → μ+μ− and photons were reconstructed from γ → e+e− conversions in
the inner layers of the tracking detector. The di-muon invariant mass distribution of
reconstructed ϒ(nS) → μ+μ− candidates is shown Fig. 5.13; the experimental res-
olution in m(μ+μ−) is similar to that achieved by ATLAS. The mass difference dis-
tribution Mμ+μ−γ − Mμ+μ− + Mϒ(1S) of χb → ϒ(1S)γ candidates reconstructed by
D0 is shown in Fig. 5.13.Mass peaks corresponding to theχb(1P) andχb(2P) states
are visible at masses around 9.9 and 10.2 GeV respectively. The D0 experiment also
observed an additional mass peak at around 10.5 GeV, with a width consistent with
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Fig. 5.13 The di-muon
invariant mass distribution of
ϒ(nS) → μ+μ− candidates
reconstructed by the D0
experiment [22] (upper). The
mass difference distribution
Mμ+μ−γ − Mμ+μ− + Mϒ(1S)

of χb → ϒ(1S)γ candidates
reconstructed by D0 [22]
(lower). Mass peaks
corresponding to the χb(1P)

and χb(2P) states, along
with the new higher mass
state, compatible with the
χb(3P) candidate observed
by ATLAS, are visible
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experimental resolution, qualitatively similar to the structure observed by ATLAS.
The statistical significance of the third mass peak was determined to be in excess of
six standard deviations using the same method described in Sect. 5.7. The mass of
the new structure was measured to be 10.551 ± 0.014 (stat.) ± 0.017 (syst.) GeV,
in agreement with both (calorimetry and conversions) ATLAS measurements. D0
suggest that the mass peak could be attributable to an exotic bottomonium state
(analogous to the X (3872) state in the charmonium sector) rather than the χb(3P)

triplet but note that further analysis would be necessary to confirm this hypothe-
sis [22].
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Fig. 5.14 The di-muon invariant mass distribution of ϒ(nS) → μ+μ− candidates reconstructed
by the LHCb experiment [23] (upper). The mass difference distribution m(μ+μ−γ) − m(μ+μ−)

of χb → ϒ(1S)γ candidates reconstructed by LHCb [23] (lower). Mass peaks corresponding to
the χb(1P) and χb(2P) states, along with the χb(3P) candidate, compatible with that observed by
ATLAS, are visible
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Following the D0 confirmation of the new state, LHCb presented a preliminary
χb analysis based upon a data sample of pp collision data collected at

√
s = 7 TeV,

corresponding to 0.9 fb−1 of integrated luminosity. The χb states were reconstructed
in the ϒ(1S)γ channel with ϒ(1S) → μ+μ−. Photons were reconstructed with
the LHCb electromagnetic calorimeter. The di-muon invariant mass distribution of
ϒ(nS) → μ+μ− candidates reconstructed byLHCb is shownFig. 5.14. The di-muon
mass resolution of the LHCb detector is superior to that achieved by both ATLAS
andD0 in theϒ(nS) region, owing to its specialised tracking detectors, optimised for
the reconstruction of heavy flavour hadron decays. The mass difference distribution
m(μ+μ−γ) − m(μ+μ−) of χb → ϒ(1S)γ candidates reconstructed by LHCb is
shown in Fig. 5.14. Mass peaks corresponding to the χb(1P) and χb(2P) states are
visible atmasses differences around0.5 and0.8 GeV respectively.An additionalmass
peak qualitatively consistent with that observed by ATLAS and D0 was observed at
around 1.1 GeV in the mass difference distribution. The statistical significance of the
third mass peak was assessed to be excess of 12 standard deviations and was also
calculated using the method described in Sect. 5.7. LHCb interpret the third peak
as evidence for the χb(3P) triplet and measure an experimental mass barycentre of
10535± 10 (stat.) MeV and only quantify the statistical uncertainty associated with
the measurement. The mass measurement of LHCb is consistent with both ATLAS
measurements and the D0 measurement.

5.10 Discussion

The mass of the new state has been measured by several different experiments yet
this is one of only two known physical properties of the state. The fact that the state
decays to ϒ(nS)γ requires that the state have positive charge conjugation parity,
though no other quantum numbers have been determined. The interpretation of the
new state(s) as the χb(3P) triplet is well motivated from theoretical predictions
and from the qualitative behaviour of the observed (uncorrected) production rates
in decays to both ϒ(1S)γ and ϒ(2S)γ. The conventional quarkonium model has
also been fully verified experimentally, with the masses of many recently discovered
“missing” states agreeingwellwitha priori theoretical predictions [24, 25].However,
several other possible interpretations for the new state(s) exist. Exotic bottomonium-
like states, Xb, analogous to the X (3872) in the charmonium sector, have been
predicted in various tetraquark and meson molecule models [26–28]. The predicted
states have masses close to the B B̄ threshold and are C even, allowing decays to
ϒ(nS)γ, though B B̄ and ϒ(nS)ππ decays are expected to dominate. Such states
have been searched for at the LHC in ϒ(1S)π+π− final states and are excluded at
95% confidence level for masses between 10 to 11 GeV and for production cross
sections above 6% of the prompt ϒ(2S) cross section [29]. If the expectation that
B(Xb → ϒ(1S)π+π−) > B(Xb → ϒ(1S)γ) is correct for such hypothetical states
(as is the case for the analogous radiative and pionic decays of the X (3872)), then
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the observation of Xb → ϒ(1S)γ is difficult to reconcile with a strong experimental
exclusion of Xb → ϒ(1S)π+π− for the same state.

There ismuch scope for further analysis to shedmore light on the nature of the new
state. Themass splitting between the J = 1 and J = 2 states of theχbJ (3P) triplet is
expected to be around 12 MeV (see Tables5.2 and 5.4). Improvements in the exper-
imental mass resolution could allow fine structure to be resolved if present, which
could add more weight to the χb(3P) interpretation but would not unambiguously
confirm it. The mass difference resolution achieved by the CMS experiment in recent
measurements of the χb(1P) triplet is sufficient to discern the χb1(1P) and χb2(1P)

states as individual mass peaks, suggesting that the CMS detector might have some
sensitivity to possible fine structure within the mass peak of the new state [20]. An
analysis of the angular distributions of the final state particles inϒ(nS)γ → μ+μ−γ
decays could allow the spin and parity quantum numbers of the new state to be deter-
mined. Such an analysis would ideally have the ability to resolve any fine structure,
since an unresolved composite χbJ (3P) peak would contain an unknown mixture of
0++, 1++ and 2++ components.

The existence of a previously unknown bottomonium state with a mass below
the B B̄ threshold has several important implications for the current understanding
of inclusive bottomonium production at hadron colliders. While the total produc-
tion rate of the χb(3P) candidate has not been measured, the observed number of
events relative to the χb(1P) and χb(2P) states (and the known acceptance shown
in Fig. 5.12) suggests that the production rate and radiative branching fractions of
the new state are comparable to that of the χb(1P) and χb(2P) states. The radiative
decays of the χb(3P) candidate represent a source of feed-down to the inclusive
ϒ(nS) production rates that was previously not considered in theoretical calcula-
tions. If the new state(s) is indeed the χb(3P) states, then the branching fraction
for the decay χbJ (3P) → ϒ(3S)γ is expected to be large (in analogy with the
corresponding decays of the χb(1P) and χb(2P) states) [6]. This would represent
a significant source of feed-down to the total ϒ(3S) production rate that was previ-
ously thought to result from direct production alone (as is the case for prompt ψ(2S)

production in the charmonium system). This new knowledge confutes the belief
that ϒ(3S) production could provide a clean window on the direct bottomonium
production mechanism.

The discovery of the χb(3P) candidate stimulated renewed interest in theoretical
predictions of the spectroscopy of the bottomonium system. Several new potential
model calculations of the χbJ (3P) masses were published following the discovery
of the experimental candidate for the χb(3P) states [30–35]. These recent calcu-
lations are summarised in Table5.4. In addition to purely theoretical predictions,
Ref. [31] used the candidate χb(3P) experimental mass barycentre measured by
ATLAS (conversion result), in combination with a QCD-derived potential model
prediction for the 3P fine structure splittings to derive data driven estimates for the
χbJ (3P) masses of 10502 ± 10 MeV, 10524 ± 10 MeV and 10539 ± 10 MeV for
the J = 0, 1, 2 states, respectively. In general, the post discovery calculations are
in broad agreement with the early predictions shown in Table5.2, though the more
recent calculations tend to predict higher masses for the χbJ (3P) states with c.o.g.
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Table 5.4 Theoretical predictions for the masses of the χbJ (3P) mass states published after the
discovery of the experimental candidate for the χb(3P) states

Author(s) Predicted χbJ (3P) mass (MeV)

J = 0 J = 1 J = 2 c.o.g.

Radford and
Repko [30]

10516.0 10538.1 10552.9 10544.4

Dib and Neill
[31]

10515.0 10538.1 10552.9 10543.9

Repko et al. [32] 10527.2 10544.3 10555.6 10548.7

Ferretti and
Santopinto [34]

10494 10511 10524 10516.3

Wei-Zhao et al.
[35]

10491.3 10527.6 10541.4 10531.2

The centre of gravity (c.o.g.) of the triplet is the spin averaged mass of the three individual states

masses closer to the measured experimental mass barycentre. This could be due to
advancements in theoretical techniques, new constraints on free parameters from
recent data or (perhaps cynically) a manifestation of “theoretician’s bias”.

5.11 Conclusion

The χb bottomonium states are observed through the reconstruction of the radia-
tive decay χb(n P) → ϒ(1S)γ using 4.4 fb−1 of pp collision data collected at√

s = 7 TeV with the ATLAS experiment. Peaks in the mass difference distribution
m(μ+μ−γ) − m(μ+μ−) + mϒ(1S) of reconstructed ϒ(1S)γ candidates correspond-
ing to the χb(1P) and χb(2P) triplets are observed at masses consistent with the
world average values. An additional mass peak, consistent with theoretical expecta-
tions for theχb(3P) triplet is also observed. The experimental mass barycentre of the
χb(3P) candidate is measured (using photons reconstructed in the EM calorimeter)
to be 10541 ± 11 (stat.) ± 30 (syst.) MeV. The observation of a new state decaying
to ϒ(1S)γ, consistent with theoretical expectations for the χb(3P) triplet, is con-
firmed by an independent ATLAS analysis using photon conversions and subsequent
measurements from the D0 and LHCb experiments [1, 22, 23].
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Chapter 6
Measurement of the Production of the χc1
and χc2 Charmonium States

Following the initial submission of this thesis, the following analysis of χc1 and χc2
production was published in Ref. [1].

6.1 Introduction to the χc System

The χc states are the spin-triplet (S = 1) P-wave (L = 1) states of the charmo-
nium system, analogous to the χb states in the bottomonium system discussed in
Chap.5. While the bottomonium system contains at least two triplets of χb states
below the open-flavour threshold (pending the confirmation of the nature the χb(3P)

candidate discussed in Chap.5), only a single triplet of χc states is known to exist
below the open-charm threshold. As in the χb system, the three states of each χcJ

triplet have total angular momentum, parity and charge conjugation parity quantum
numbers J PC = 0++, 1++, 2++ and are denoted χcJ (n P), where n is the radial
quantum number. Since only a single triplet exists below the open-charm threshold,
the χcJ (1P) states are often simply denoted χcJ , a notation which will be adopted
in the following discussion (when the distinction is unambiguous). However, exper-
imental candidates do exist for the χcJ (2P) states, with masses close to the open-
charm threshold. The X (3915) state observed by Belle in decays to J/ψ ω [2], and
confirmed by BaBar [3], has been identified as a candidate for the χc0(2P) state [4].
Belle also identified a candidate for the χc2(2P) state in decays to DD̄ [5], which
was subsequently confirmed by BaBar [6]. It has been argued that the X (3872), now
confirmed to be a 1++ state [7], could be theχc1(2P) state, but with amass and decay
width distorted from the charmonium expectation through a strong coupling to inter-
mediate DD̄ states [8, 9]. However, the properties of these candidate 2P states are
not well known and it is not clear that they are consistent with being “conventional”
charmonium states (the X (3872) in particular).
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Table 6.1 Selected properties of the χcJ (1P) states; all information is taken from [4]

J Mass m(χcJ ) (MeV) �m (MeV) Width (MeV) B (χcJ (1P) → J/ψγ) (%)

0 3414.75 ± 0.31 317.83 10.3 ± 0.6 (1.30 ± 0.07)

1 3510.66 ± 0.07 413.74 0.86 ± 0.05 (34.8 ± 1.5)

2 3556.20 ± 0.09 459.28 1.97 ± 0.11 (19.8 ± 0.8)

The mass difference �m is defined as �m = m(χcJ ) − m(J/ψ)

Contrary to the χcJ (2P) states, the χcJ (1P) states have been well studied by sev-
eral different experiments andmanyof their fundamental properties are known tohigh
precision [4], as listed in Table6.1. The χcJ states have large radiative decay widths
(O(0.1 MeV)) and the branching fractions B (χcJ → J/ψ γ) are large (O(10%))
for the χc1 and χc2 states, but significantly smaller for the χc0 state (around 1%)
owing to its large hadronic decay width. The mass splittings between the three states
are larger than in the χb system at between 46–96 MeV.

The χc states have been studied extensively by experiments at low energy e+e−
colliders, such as Crystall Ball and CLEO, typically running at a CM energy of
3.68 GeV (the ψ(2S) resonance), where the χc states are readily produced in the
radiative decays of the ψ(2S) (branching fractions of around 10%), as shown in
Fig. 6.1. The χcJ states were typically studied through their own radiative decays
to J/ψ, χcJ → J/ψ γ (usually combined with J/ψ → μ+μ− or J/ψ → e+e−).
The radiative decays ψ(2S) → χcJ γ and χcJ → J/ψ γ have been measured to be
dominantly electric dipole (E1) transitions with small contributions (typically below
10%) from magnetic quadrupole (M2) and electric octupole (E3) transitions [4].

The production of the χc states at hadron colliders represents an important facet
of charmonium hadro-production phenomenology. In pp collisions, theχc states can
be produced directly in the primary parton-parton interaction and through feed-down

Fig. 6.1 An energy-level
diagram showing the allowed
radiative transitions between
the J/ψ, ψ(2S) and χcJ
states. Measurements of
photon energies are taken
from Ref. [4]
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from higher mass charmonium states (together referred to as prompt) or through the
decays of b-hadrons (denoted non-prompt). The radiative decays of the χcJ states,
χcJ → J/ψ γ, represent the most favourable channel to reconstruct the χcJ states
at hadron colliders due to their large branching fractions. The presence of a J/ψ in
the decay chain is also ideal for triggering through the decay J/ψ → μ+μ−. This
combination of decays is the typical choice for χc measurements at hadron colliders,
though the decay J/ψ → e+e− is also used (mainly at lower energy fixed target
experiments).

Several measurements of χcJ production have been performed at hadron col-
lider experiments. Both CDF and D0 measured the contribution to the prompt J/ψ
production cross section from χcJ feed-down decays, a quantity known as Rχc

, in
p p̄ collisions at

√
s = 1.8 TeV (Tevatron Run I) [10, 11]. CDF and D0 measured

pJ/ψ
T averaged fractional contributions of 0.297 ± 0.017 (stat.) ± 0.057 (syst.) and

0.32 ± 0.07 (stat.) ± 0.07 (syst.), respectively, for pJ/ψ
T > 4 GeV. CDF also mea-

sured this fraction as a function of pJ/ψ
T and observed a decrease from around 31% at

pJ/ψ
T = 4 GeV to around26%for pJ/ψ

T > 10 GeV.Both analyses reconstructed pho-
tons from energy deposits measured with their respective electromagnetic calorime-
ters and observed a single unresolved χcJ mass peak. Using the Tevatron Run I
dataset, and later with early Run II data (

√
s = 1.96 TeV), CDF adopted a new

approach to the reconstruction of χcJ decays based on reconstructed γ → e+e−
conversions. The use of photon conversions, with their improved resolution, allowed
the χc1 and χc2 states to be very well resolved, facilitating the first measurements
of the relative production rates of the two states at a hadron collider [12, 13]. These
measurements provided the first evidence that the relative prompt production rates
of the χc1 and χc2 states did not follow the 3:5 ratio expected from naive spin
counting expectations and showed that more χc1 mesons are produced, relative to
χc2, for pJ/ψ

T > 4 GeV [12, 13]. The later CDF analysis also measured the relative
non-prompt production rates of the χc1 and χc2 states [12].

The relative production rates of the promptly produced χc1 and χc2 states have
beenmeasured in pp collisions at

√
s = 7 TeVbyLHCb (usingboth calorimetric [14]

and conversion [15] approaches to photon reconstruction) and CMS (using converted
photons) [14–16]. These three measurements confirmed the behaviour first observed
by CDF and considerably extended the measured range in pJ/ψ

T , while also offering
improved precision. The fraction of prompt J/ψ produced in feed-down from χcJ

decays has also been measured by LHCb in pp collisions at
√

s = 7 TeV. The
measurements show a strong pJ/ψ

T dependence for the region 2.0 < y J/ψ < 4.5,

with the measured fraction varying from around 14% at pJ/ψ
T = 2 GeV to around

26% at pJ/ψ
T = 14 GeV. No measurements of the non-prompt production of the χcJ

states have yet been performed at the LHC.
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6.2 Measurement Overview

Throughout the remainder of this chapter, a measurement of χc1 and χc2 production
in pp collisions at

√
s = 7 TeV will be described. The conventional decay mode

choice, adopted at most previous hadron collider experiments, is also chosen to
perform this analysis; χcJ → J/ψ γ coupled with J/ψ → μ+μ−. In addition to
the large overall branching fractions, the ATLAS detector is capable of triggering
upon J/ψ → μ+μ− events (as described in Sect. 4.5) and can also reconstruct
the low transverse momentum final state of μ+μ−γ with sufficient efficiency and
precision. In order to reconstruct photons with a precision sufficient to allow the
individual χc1 and χc2 states to be resolved, photons are reconstructed from γ →
e+e− conversions in the ATLAS ID, as discussed in Sect. 4.3. This method provides
the momentum resolution necessary to resolve the individual states and also has an
efficiency sufficiently high to allow a large sample of χcJ decays to be reconstructed
from the data sample used in the analysis. The pseudo-proper decay time variable τ ,
discussed in Sect. 4.6.2, is used to distinguish between prompt and non-prompt χc,
allowing the individual prompt and non-prompt cross sections to be measured for the
χc1 and χc2 states. While a sample of χc1 and χc2 decays large enough to perform a
reliable cross section measurement can be reconstructed from the data sample used,
the number of reconstructedχc0 decayswithin the same sample is significantly lower,
owing to its low radiative branching fraction and a kinematic acceptance lower than
the χc1 and χc2 states (due to the softer photon energy in the decay). While some
indication for the χc0 state is observed, no attempt is made to measure its production
cross section due these limitations.

The aim of this analysis is to measure the prompt and non-prompt production
cross sections for the χc1 and χc2 states as a function of both pJ/ψ

T and pχc
T . These

measurements also allow several cross section ratios to be derived and can be com-
binedwith the ATLASmeasurements in Ref. [17] to determine the fraction of prompt
J/ψ produced in feed-down from χcJ decays, Rχc

.

6.3 Data and MC Simulation Samples

The analysis is performed with a sample representing 4.5 fb−1 of
√

s = 7 TeV
pp collision data collected by the ATLAS experiment during the 2011 LHC run.
Events are only considered for analysis if they were recorded under stable LHC
beam conditions with all relevant detector sub-systems fully operational. The data
sample used was collected with a di-muon trigger with a 4 GeV muon transverse
momentum threshold, known as EF_2mu4_Jpsimumu, designed to select events
containing a J/ψ → μ+μ− decay, as described in Sect. 4.5. During the latter half
of the 2011 LHC run, the beam parameters of the LHC were modified such that the
average instantaneous luminosity delivered to ATLAS increased by around 50%. To
copewith this, the requirements of theEF_2mu4_Jpsimumu triggerweremodified

http://dx.doi.org/10.1007/978-3-319-23120-4_4
http://dx.doi.org/10.1007/978-3-319-23120-4_4
http://dx.doi.org/10.1007/978-3-319-23120-4_4
http://dx.doi.org/10.1007/978-3-319-23120-4_4


6.3 Data and MC Simulation Samples 111

to reduce its acceptance rate. The original trigger did not require a minimum muon
transversemomentumat L1, but applied the 4 GeV requirement only at theHLT level.
The modified trigger required that the muon satisfy the 4 GeV requirement directly
at L1. Given the limited granularity information available at L1, the efficiency of
the modified trigger was slightly reduced with respect to the original trigger. This
modified trigger, known as EF_2mu4T_Jpsimumu, replaced the previous trigger
(with no overlap) and was used to collect around one half of the total data sample.

Several simulated χcJ → J/ψ γ event samples (with J/ψ → μ+μ− for each
event) are used in various aspects of the analysis. All of the event samples are gen-
erated with the PYTHIA6 MC event generator [18]. Three independent samples of
directly produced (prompt) χcJ events are used (one sample for each of J = 0, 1, 2)
in addition to three independent samples of χcJ events produced in the decays of
b-hadrons (non-prompt) (one sample for each of J = 0, 1, 2). Each sample con-
tains around 106 events. The events are filtered at the event generation stage, such
that events are only retained if the transverse momentum of each muon from the
J/ψ → μ+μ− decay is greater than 3.75 GeV and the photon from the χcJ decay
has a transversemomentum greater than 0.9 GeV. These filter requirements aremoti-
vated by the fact that a muon transversemomentum requirement of 4 GeV is imposed
by the trigger used to perform the analysis. The transverse momentum requirement
on the photon is chosen to be slightly below theminimum transversemomentumwith
which photons can be reconstructed (enough to account for detector resolution).

Each sample of simulated pp events is propagated through the ATLAS detector
simulation and processed with the same reconstruction algorithms used to process
the data, as described in Sect. 3.7.

6.4 Reconstruction of χcJ → J/ψ γ Decays

Events are first selected inwhich either theEF_2mu4_Jpsimumu (in the early data)
or the EF_2mu4T_Jpsimumu (in the later data) trigger was fired. These events
are then analysed to search for reconstructed di-muon pairs consistent with J/ψ →
μ+μ− decays. The subset of the triggered events that contain a reconstructed J/ψ →
μ+μ− candidate is analysed further to search for a converted photon consistent with
being produced in the decay χcJ → J/ψ γ.

6.4.1 Selection of J/ψ → μ+μ− Decays

Di-muon pairs consistent with the decay J/ψ → μ+μ− seed the reconstruction
of χcJ → J/ψ γ decays. Events are selected that contain two muon objects, recon-
structedwith the combined approach, using theStaco algorithmdescribed inSect. 4.2.
Reconstructed di-muon pairs are required to satisfy the following requirements:

http://dx.doi.org/10.1007/978-3-319-23120-4_3
http://dx.doi.org/10.1007/978-3-319-23120-4_4
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• The two muons must have opposite charges.
• Each muon must be reconstructed from an inner detector track matched to a track
in the muon spectrometer.

• The pseudorapidity of each muon must satisfy |η μ| < 2.3.
• Each muon must have transverse momentum p μ

T > 4 GeV.

In addition to these requirements, the inner detector track associated with each
muon candidate is required to satisfy a series of quality requirements:

• The track should contain at least one pixel B layer (the first layer) hit, if such a hit
is expected.

• The sum of the number of pixel hits and the number of crossed dead pixel sensors
must be greater than 1.

• The sum of the number of SCT hits and the number of crossed dead SCT sensors
for the track must be greater than 5.

• The number of crossed pixel and SCT holes must be less than 3.
• The track reconstructed in the silicon detectors must have a successful TRT exten-
sion if expected.

The di-muon pair reconstructed offline is required tomatch spatially the twomuon
objects reconstructed by the HLT (within �R = √

(�φ)2 + (�η)2 < 0.01). Each
pair of muons that passes these requirements is fitted to a common vertex with no
kinematic constraints applied. Thefit is required to convergewithχ2/[d.o. f.] < 200,
a requirement which is fully efficient for genuine J/ψ → μ+μ− decays [19]. Di-
muon pairs satisfying these requirements are considered as candidate J/ψ → μ+μ−
decays if they have a di-muon invariant mass within 2.95 < m(μ+μ−) < 3.25 GeV.
This invariant mass requirement retains 99.0 ± 0.5% of J/ψ → μ+μ− decays.
Finally, a fiducial region of |yμ+μ−| < 0.75 is chosen to coincide with the selection
used in the ATLAS measurement of J/ψ production [17]. This central region is
used as it exhibits a di-muon invariant mass resolution which is sufficient to resolve
the individual χc1 and χc2 states. The overall mass resolution deteriorates quickly
beyond this region and a reliable separation of the two states becomes progressively
more difficult to achieve.

6.4.2 Selection of Photon Conversions

Photon conversions to an e+e− pair are reconstructed from ID tracks alone, with
no input from the calorimeters, using the conversion finding algorithm described in
Sect. 4.3.1. In this analysis, only tracks reconstructed from hits in the silicon tracking
detectors are used (though such tracks often also contain TRT hits). This approach
provides a sample of reconstructed conversions with a purity and momentum resolu-
tion superior to that obtained by including tracks reconstructed fromTRT information
alone, albeit at the expense of some efficiency. Photon conversions are selected for
further analysis if they satisfy the following requirements:

http://dx.doi.org/10.1007/978-3-319-23120-4_4
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• The two tracks must have opposite charges.
• Each track must contain at least six hits in the SCT layers of the ID (no additional
requirements on pixel or TRT hits are imposed).

• The fitting of the two tracks to a common conversion vertex must converge with
χ2/[d.o. f.] < 5.

• The transverse momentum of each track must satisfy pT > 0.4 GeV.
• The transverse momentum of the reconstructed conversion must satisfy pγ

T >

1.5 GeV.
• The pseudorapidity of the reconstructed conversion must satisfy |ηγ | < 2.0.
• The radial position of the reconstructed conversion vertex, R, must satisfy 40 <

R < 150mm.

The requirement on the radial position of reconstructed conversion selects those
reconstructed within the three silicon pixel layers of the ID. Conversions recon-
structed in this region exhibit an optimal reconstruction efficiency, with all SCT and
TRT layers available to reconstruct the e+e− tracks. The reconstruction efficiency
and purity decreases progressively for conversions reconstructed at ever larger radii
as more active tracking layers are traversed before the photon converts. The require-
ment that the reconstructed conversion vertex be displaced radially by at least 40mm
from the origin removes conversions occurring within the beam pipe material, which
are more contaminated by fake conversions from promptly produced e+e− pairs
(typically from the decay π0 → e+e−γ) than conversions reconstructed in the pixel
layers. Theminimum transversemomentum requirement of pγ

T > 1.5 GeV is used to
ensure that photons used in themeasurement arewithin a regionwhere the acceptance
for χcJ → J/ψ γ decays is high and not rapidly changing, given the p μ

T > 4 GeV
requirement imposed by the trigger.

Each reconstructed photon conversionwhich satisfies these requirements is paired
with every J/ψ → μ+μ− candidate in the same event to form loose χcJ → J/ψ γ
candidates.

6.4.3 Selection of χcJ → J/ψ γ Decays

Loose χcJ → J/ψ γ candidates, consisting of a reconstructed J/ψ → μ+μ− decay
and a photon conversion are subjected to some additional selection requirements to
reject J/ψ γ pairs that are not consistent with originating from a χcJ → J/ψ γ
decay. The large number of additional pp interactions in each event (pileup), shown
in Fig. 3.12 to be between around 2 and 20 for the data sample used, can lead to a
large number of J/ψ γ pairs in which the J/ψ and photon are produced in different
pp interactions and not from the decay of aχcJ . The extrapolated trajectory of a well
reconstructed converted photon produced in a χcJ → J/ψ γ decay should intersect
the J/ψ → μ+μ− vertex within experimental resolution. In general, this should not
be the case for uncorrelated J/ψ γ pairs that originate from separate pp interactions.
This “intersection” of the photon trajectory with the J/ψ → μ+μ− vertex can be

http://dx.doi.org/10.1007/978-3-319-23120-4_3
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Fig. 6.2 The mass difference distribution m(μ+μ−γ) − m(μ+μ−) for χc1 and χc2 candidates
reconstructed from the MC simulation samples described in Sect. 6.3. The black histogram shows
reconstructed χcJ → J/ψ γ candidates which satisfy the requirement a0 < 5mm while the red
histogram shows candidates which fail this requirement. No evidence for χcJ peaks is observed in
the sample which fail the requirement

quantified with the 3-dimensional impact parameter a0, which is calculated from
the converted photon’s vertex and momentum in addition to the J/ψ → μ+μ−
vertex, as described in Sect. 4.6.3. The distribution of a0 for genuine χcJ → J/ψ γ
decays peaks at zero, while the distribution for J/ψ γ pairs produced in separate pp
collisions is very broad. A requirement of a0 < 5mm is found to have a negligible
inefficiency for genuine χcJ → J/ψ γ decays but is effective in removing many of
the background J/ψ γ pairs due to pileup, as shown in Fig. 6.2. J/ψ γ pairs which
satisfy the a0 < 5mm requirement are considered as χcJ → J/ψ γ candidates and
are retained for further analysis.

6.5 Cross Section Measurement Procedure

Differential cross sections for both prompt and non-prompt χc1 and χc2 production
are measured both as functions of J/ψ transverse momentum, pJ/ψ

T , and of χc

transverse momentum, pχc
T . The differential cross section, in transverse momentum

pT (where pT is either pχc
T or pJ/ψ

T ), for prompt (P) and non-prompt (NP) χc

production is determined from,

dσP(NP) (χcJ )

dpT
× B (χcJ → J/ψ γ) × B (

J/ψ → μ+μ−) = NP(NP)
J

L × �pT
, (6.1)

http://dx.doi.org/10.1007/978-3-319-23120-4_4
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where NP(NP)
J is the acceptance- and efficiency-corrected prompt (non-prompt) χcJ

signal yield in a given transverse momentum bin, L is the integrated luminosity of
the data sample and �pT is the bin width in transverse momentum.

Each reconstructed χcJ candidate is assigned a weight, w, to correct for exper-
imental losses due to finite acceptance and reconstruction efficiency. The per-
candidate weight is factorised into several individual components,

w−1 = A · εtrig · εdi-muon · εγ , (6.2)

where A is the acceptance for the candidate and εtrig, εdi-muon and εγ are the trig-
ger efficiency, J/ψ → μ+μ− reconstruction efficiency and total converted pho-
ton reconstruction efficiency for the candidate. The corrected yields NP(NP)

J are
then obtained from a weighted, simultaneous fit to the mass difference, �m =
m(μ+μ−γ) − m(μ+μ−), and pseudo-proper decay time, τ , distributions. The mass
difference distribution is used to discriminate betweenχc signal candidates and back-
grounds in place of the three-body invariant mass m(μ+μ−γ). The effective mass
resolution observed in the �m distribution is superior to that of m(μ+μ−γ) due to a
partial cancellation of contributions from the di-muon invariant mass, as described
in Sect. 4.6, and provides the mass resolution necessary to separate the individual
χc1 and χc2 states.

The calculation of each individual contribution to the per-candidate weight is
described in the remainder of this section.

6.5.1 Acceptance

The per-candidate acceptance is defined as the probability for all of the final state
decay products in a χcJ → J/ψ γ → μ+μ−γ decay to fall within the fiducial region
of the detector (i.e. the region within which the total reconstruction efficiency is non-
zero). The fiducial region for muons is defined as p μ

T > 4 GeV and |η μ| < 2.3, while
the fiducial region for converted photons is defined as pγ

T > 1.5 GeV and |ηγ | < 2.0.
The per-candidate acceptance depends on the kinematics of the original χcJ and of
its decay products. The acceptances for χc1 and χc2 are not identical, primarily due
to their different masses, which causes the kinematic distributions of the final state
decay products to differ.

The acceptance also has a strong dependence on the angular distributions of the
final state decay products in their respective decay frames. The analytical form of
these angular distributions is a function of the polarisation of theχcJ states, measured
with respect to a given polarisation axis. The angular distribution of the μ+ in the
J/ψ rest frame takes the form,

W (θ,φ) ∝ 1

3 + λθ

[
1 + λθ cos

2 θ + λφ sin
2 θ cos 2φ + λθφ sin 2θ cosφ

]
, (6.3)

http://dx.doi.org/10.1007/978-3-319-23120-4_4
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where θ and φ are the polar and azimuthal angles respectively between the μ+
direction in the J/ψ rest frame and the chosen polarisation axis [20]. The angular
distribution of the J/ψ in the χcJ rest frame takes the same form,

W (�,�) ∝ 1

3 + λ�

[
1 + λ� cos2 � + λ� sin2 � cos 2� + λ�� sin 2� cos�

]
,

(6.4)
where � and � are the polar and azimuthal angles respectively between the J/ψ
direction in the χcJ rest frame and the chosen polarisation axis [20]. These angular
distributions are valid for χc1 in general and also valid of χc2 if the radiative decay
χc2 → J/ψ γ is modelled as a pure electric dipole, E1, transition and contributions
from higher order multipoles are neglected. This is a well-motivated approximation,
given that the world average data on the multipole structure of χc1,2 → J/ψ γ
decay suggests that higher-order contributions represent less than 10% of the total
transition amplitude [4]. The λ coefficients in Eqs. 6.3 and 6.4 are functions of the
χcJ polarisation with respect to a chosen axis. It has been shown that the form of
the angular distributions in Eqs. 6.3 and 6.4 are identical (λθ = λ�, λφ = λ�,
λθφ = λ��) if the angles θ,φ and �,� are measured with respect to a parallel
polarisation axes [20].

Unfortunately, the polarisation of theχcJ states produced at the LHC has not been
measured and no other measurements have beenmade under comparable experimen-
tal conditions (e.g. at theTevatron). This lack of knowledge gives rise to an irreducible
uncertainty in the acceptance. To quantify the dependence of the acceptance on the
polarisation of the χcJ states, the polarisation axis is chosen as the χcJ direction of
propagation in the laboratory frame, also known as the helicity (HX) axis. Several
polarisation scenarios are identified that represent the extremes of the allowed values
of the λ parameters which also give rise to the largest variations in the acceptance.
The values of theλ parameters for the scenarios studied are shown in Table6.2. These

Table 6.2 The set of χc1 and χc2 polarisation scenarios studied to quantify the uncertainty on the
acceptance due to the unknown χcJ polarisation

Label λθ λφ λθφ

χc1 Isotropic 0 0 0

Helicity 0 +1 0 0

Helicity ±1 −1/3 0 0

AZ+ −1/3 +1/3 0

AZ− −1/3 −1/3 0
χc2 Isotropic 0 0 0

Helicity 0 −3/5 0 0

Helicity ±1 −1/3 0 0

Helicity ±2 +1 0 0

AZ+ +1/5 +1/
√
5 0

AZ− +1/5 −1/
√
5 0
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Fig. 6.3 The allowed values
of the λθ and λφ coefficients
for inclusive J/ψ production
(grey) and for J/ψ produced
in radiative χc1 (blue) and
χc2 (green) decays.
Information is taken from
Ref. [21]
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scenarios span the allowed regions of the λθ − λφ plane, as shown in Fig. 6.3, and
include the pure helicity states of the χc1 and χc2. Scenarios involving non-zero val-
ues of λθφ are found to give rise to variations in the acceptance that are significantly
smaller than the variations observed for the scenarios shown in Table6.2.

The central value for the acceptance is calculated assuming isotropic decay angular
distributions (λθ = λφ = λθφ = 0) and the alternative scenarios shown in Table6.2
are used to calculate an uncertainty envelope.

The acceptance corrections are calculated using a generator level MC simulation,
which generates a large number of χc1 and χc2 decays, χcJ → J/ψ γ → μ+μ−γ,
and calculates the fraction of these decays that fall within the fiducial region to
provide an estimate of the acceptance. Each generated event is given a weight such
that the angular distributions of the simulated decays take the form of the angular
distributions shown in Eqs. 6.3 and 6.4 for a given polarisation scenario.

Two separate acceptance corrections are calculated to be used in themeasurements
of cross sections binned in pχc

T and pJ/ψ
T . The acceptance correction to be used in

the measurement of cross sections binned in pχc
T is parametrised as an acceptance

map binned in pχc
T and |yχc |. This acceptance map is independent of the shape of

the pχc
T distribution and requires no a priori knowledge to calculate. The acceptance

maps binned in pχc
T and |yχc |, for all the scenarios considered, are shown in Fig. 6.4

for χc1 and Fig. 6.5 for χc2.
Given the lack of any knowledge of χcJ polarisation, the isotropic scenario

is chosen as the central value. This lies between the extreme scenarios and has
also been adopted in all previous measurements of χcJ production at hadron
colliders, and so allows direct comparisons to be made between measurements
[10, 12, 14–16, 22].
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Fig. 6.4 Acceptancemaps binned in pχc
T and |yχc | forχc1 → J/ψγ → μ+μ−γ decays, calculated

for each of the polarisation scenarios considered. a Isotropic, b Helicity 0, c Helicity ±1, d AZ+,
e AZ−

The acceptance correction to be used in the measurement of cross sections binned
in pJ/ψ

T is parametrised as a correction binned in pJ/ψ
T . A J/ψ produced in a χcJ →

J/ψ γ decay with a given pJ/ψ
T can be produced from the decay of a χcJ with a

range of different pχc
T . As a consequence of this, the acceptance correction depends
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Fig. 6.5 Acceptancemaps binned in pχc
T and |yχc | forχc2 → J/ψγ → μ+μ−γ decays, calculated

for each of the polarisation scenarios considered. a Isotropic, b Helicity 0, c Helicity±1, d Helicity
±2, e AZ+, f AZ−

on the transverse momentum distribution of the simulated χcJ decays and can not
be calculated without an assumption or measurement of this distribution. Rather
than making any assumption about this distribution, an analytical parametrisation of
the pχc

T distribution is fitted to the fully corrected pχc
T distribution measured in this
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Fig. 6.6 Acceptance corrections binned in pJ/ψ
T for χc1 (a, c) and χc2 (b, d), for isotropic decay

angular distributions (central value) and for the helicity 0,±1,±2 scenarios. The scenarios which
include azimuthal anisotropy (AZ±) are not shown, as for χc1 they closely follow the helicity ±1
scenarios while for χc2 they closely follow the isotropic central values

analysis and this is used as an input to the simulation (i.e. the cross sections binned
in pχc

T are measured first and fed back into simulation to facilitate the measurement

of the cross sections binned in pJ/ψ
T ). The acceptance corrections binned in pJ/ψ

T are
shown in Fig. 6.6.

The experimental resolution in pχc
T , described in detail in Sect. 6.7, is asymmetric

due to electron energy losses. The consequence of this asymmetry is that slightly
more χcJ → J/ψ γ candidates are reconstructed with pχc

T lower, rather than higher,
than the “true” value of pχc

T . This can result in a bias when applying the acceptance
correction binned in pχc

T , based on the reconstructed pχc
T , since the per-candidate

acceptance will (on average) be too low, resulting in an over-correction of the mea-
surement. To compensate for this effect, the reconstructed pχc

T for each χcJ is scaled
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by 1.006 (derived from the reciprocal of the mean value of the pχc
T resolution func-

tion shown in Fig. 6.21) before evaluating the per-candidate acceptance (this scaling
is used only for this purpose). Simulation studies show that this procedure removes
the majority of the bias, with any residual variations being bounded by ±2%. The
acceptance corrections binned in pJ/ψ

T do not experience a similar bias since the

experimental resolution in pJ/ψ
T is consistent with being symmetric (see Fig. 6.21).

6.5.2 Trigger Efficiency

The di-muon trigger efficiency is defined as the efficiency with which the ATLAS
trigger system (or more specifically the EF_2mu4(T)_Jpsimumu algorithm) can
select eventswhich contain a di-muon candidate that satisfies all of the offline require-
ments described in Sect. 6.4.1. The approach discussed here is identical to themethod
described in [19], which uses a sample of J/ψ → μ+μ− and ϒ(nS) → μ+μ−
decays in data to calculate the efficiency through the tag-and-probe technique. The
efficiency is factorised into three individual components,

εtrig = εRoI
(

pμ
T 1, q1 · η

μ
1

) · εRoI
(

pμ
T 2, q2 · η

μ
2

) · cμ+μ−
(
�R, |y(μ+μ−)|) , (6.5)

where εRoI is the efficiency with which the trigger system can identify a muon with
transverse momentum pμ

T and charge-signed pseudorapidity q ·ημ as a muon Region
of Interest (RoI). The single RoI efficiency εRoI is binned in charge-signed pseudora-
pidity to account for a charge asymmetry in themuon identification efficiency caused
by the magnetic field produced by the ATLAS toroid magnets.

The cμ+μ− term accounts for the inefficiency associated with the “di-muon”
aspects of the trigger algorithm and is parameterised as a function of the absolute
rapidity of the di-muon system, |y(μ+μ−)|, and the spatial separation between the
μ+ and μ−, �R = √

(�φ)2 + (�η)2. The dominant “di-muon” effect is caused by
the finite size of the muon RoI at L1 due to the limited granularity of the available
information. Two muons which are spatially close (i.e. �η and/or �φ between the
two muons is small) will tend to be identified as a single RoI as the angle between
them decreases. Since the EF_2mu4(T)_Jpsimumu algorithm requires that two
independent muon RoIs be identified for the event to be passed to the HLT, the trigger
efficiency reduces as the angle between the two muons becomes smaller. The �R
dependence of the cμ+μ− term accounts for this effect in addition to further losses
caused by di-muon vertex fit quality cuts applied in the HLT. The di-muon rapid-
ity dependence of the cμ+μ− correction accounts for the varying efficiency of the
di-muon vertex fit quality requirement across different regions of the ID.

The εRoI efficiency and the �R dependence of cμ+μ− are both extracted from a
sample of J/ψ → μ+μ− and ϒ(nS) → μ+μ− decays in data, selected by a single
muon trigger with an 18 GeV transverse momentum threshold. The muons which
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Fig. 6.7 The single muon
RoI efficiency component of
the EF_2mu4 trigger
efficiency, εRoI. Figures from
Ref. [19]. The “tighter
matching criterion” simply
refers to the �R < 0.01
matching requirement
between the muon
reconstructed in the trigger
and offline reconstructed
muon
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fire the single muon trigger are denoted the “tag” muons. The muons which are not
matched to the single muon trigger object, denoted the “probe” muons, provide an
unbiased sample of muons that can be used to determine εRoI and measure the shape
of cμ+μ− as a function of �R (no trigger requirements are applied to the “probe”
muons). The plateau efficiency of cμ+μ− is determined by a sample of J/ψ → μ+μ−
decays selected by a special calibration trigger that is identical to the nominal trigger
but which does not apply any opposite charge, vertex quality or invariant mass cuts.
The method used to determine the overall trigger efficiency is described in detail
in [19].

The efficiencies of the EF_2mu4_Jpsimumu and EF_2mu4T_Jpsimumu
triggers used to collect each half of the total dataset differ slightly due to the tighter
selection required by the EF_2mu4T_Jpsimumu trigger. An independent effi-
ciency correction is prepared for each trigger using the same method. The efficiency
term εRoI for the EF_2mu4_Jpsimumu trigger is shown in Fig. 6.7 and the cμ+μ−
correction for the EF_2mu4_Jpsimumu trigger is shown in Fig. 6.8.

6.5.3 J/ψ → μ+μ− Reconstruction Efficiency

The total efficiency with which J/ψ → μ+μ− decays are reconstructed is factorised
into several components,

εdi−muon = εμ

(
pμ

T 1, q1 · η
μ
1

) · εμ

(
pμ

T 2, q2 · η
μ
2

) · ε2track · εmass , (6.6)
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Fig. 6.8 The di-muon correction to the EF_2mu4_Jpsimumu trigger efficiency, cμ+μ− . The
upper plots and the lower left plots show the di-muon correction term cμ+μ− of εtrig, for different
|y J/ψ | regions, as a function of �R measured between the two muons within the di-muon pair.
The lower right plot shows the plateau values (at asymptotically large �R) of cμ+μ− as a function
of the absolute rapidity of the di-muon system. Figures taken from Ref. [19]. The ±1σ systematic
bands are used to estimate the systematic uncertainty on the measured χcJ cross sections due to the
parameterisation of the cμ+μ− correction (this is discussed in detail in Sect. 6.8). The y axis of the
upper and lower left plots is identical to cμ+μ− while the y axis of the lower right plot represents
the value that cμ+μ− approaches asymptotically at large �R

where εμ is the muon identification efficiency, εtrack is the track reconstruction effi-
ciency for muons, εmass is the efficiency of the J/ψ → μ+μ− di-muon invariant
mass selection (2.95 < m(μ+μ−) < 3.25 GeV). The quantities pμ

T and q ·ημ are the
transverse momentum and charge-signed pseudorapidity of each muon. The muon
track reconstruction efficiency, determined from simulation, reaches a plateau of
εtrack = 0.99 ± 0.01 for genuine muons with p μ

T > 4 GeV and |η μ| < 2.3. This
value has no significant dependence on the kinematics of the muons within this
fiducial region [19]. The efficiency of the di-muon invariant mass selection εmass is
determined to be εmass = 0.990 ± 0.005 from a fit performed to the J/ψ invariant
mass peak, which accounts for the low mass tail of the di-muon resolution func-
tion caused by final state radiation (FSR). The muon identification efficiency, εμ, is
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Fig. 6.9 The muon
identification efficiency as a
function of reconstructed
muon transverse momentum
p μ

T and charge-signed
pseudorapidity q · η μ. The
efficiency map is determined
using the tag-and-probe
method from a sample of
J/ψ → μ+μ− decays in
data [19]
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measured using the tag-and-probe method from a sample of J/ψ → μ+μ− decays
in data. This measurement was prepared for use in the ATLAS study of ϒ(nS) pro-
duction, which was performed with the same di-muon selection and a subset of the
data sample used in this analysis [19].

The muon identification efficiency is parametrised as an efficiency map binned
in both muon transverse momentum p μ

T and charge-signed pseudorapidity q · η μ as
shown in Fig. 6.9. As in the di-muon trigger efficiency correction, the muon identi-
fication efficiency is binned in charge-signed pseudorapidity to account for a charge
asymmetry in the muon identification efficiency caused by the magnetic field pro-
duced by the ATLAS toroid magnets. In general, the efficiency approaches a plateau
of around 98% for muons with transverse momentum in excess of 8 GeV. The
efficiency map exhibits several localised regions of lower efficiency. The regions
q ·η μ ≈ 0 and 1.1 < |q ·η μ| < 1.3 both represent regions of limited muon chamber
coverage due to the join between the two halves of the barrel section of the MS and
the transition region between the barrel and endcap regions of the MS, respectively.

6.5.4 Converted Photon Reconstruction Efficiency

The converted photon reconstruction efficiency is estimated from theMC simulation
samples described in Sect. 6.3. The total efficiency to reconstruct a photon as a
conversion, εγ , is factorised into two components,

εγ = Pconv
(
ηγ

) · εconv
(|ηγ |, pγ

T

)
, (6.7)

where Pconv is the conversion probability and εconv is the conversion reconstruction
efficiency. The conversion probability, Pconv, is essentially a function of the material
distribution in the ID. The material distribution varies significantly as a function of η
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Fig. 6.10 The conversion
probability, derived from
MC simulation, for photons
with pγ

T > 1.5 GeV as a
function of ηγ . The method
used to estimate of the
systematic uncertainty is
discussed in Sect. 6.8
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(see Figs. 4.8 and 4.9). To account for these variations, the conversion probability is
calculated in bins of ηγ from the ratio of the number of photons that convert within
the region 40 < r < 150mm to the total number of generated photons within the
fiducial region (pγ

T > 1.5 GeV). The conversion probability is shown in Fig. 6.10.
No significant energy or transverse momentum dependence is observed for photons
within the fiducial region, as expected from Fig. 4.6 which shows that the photon
conversion cross section saturates for photons with energies above 1 GeV.

The conversion reconstruction efficiency is calculated in bins of pγ
T and |ηγ | from

the ratio

εconv = Nγ
reco

Nγ
gen

, (6.8)

where Nγ
reco is the number of reconstructed converted photons and Nγ

gen is the number
of generated converted photons. To ensure that the simulated χc events are repre-
sentative of those observed in the data, the distributions in the simulated events of
the average number of pp collisions in each bunch crossing and of the position in z
of the primary pp interaction in the simulated events are re-weighted to follow the
distributions observed in data.

When this efficiency is calculated for each reconstructed χcJ candidate, only the
reconstructed values of pγ

T and ηγ are available. The experimental resolution in ηγ

is symmetric and very narrow and its use in calculating the per-candidate conversion
probability and conversion reconstruction efficiency presents no problem. However,
as shown in Fig. 6.11, the experimental resolution in pγ

T is asymmetric and has a
tail caused by electron energy losses in the ID. This presents a problem since, on
average, the measured value of pγ

T will be less than the true value. This correction is
often treated by building the ratio in Eq.6.8, by binning Nγ

reco in the measured value

http://dx.doi.org/10.1007/978-3-319-23120-4_4
http://dx.doi.org/10.1007/978-3-319-23120-4_4
http://dx.doi.org/10.1007/978-3-319-23120-4_4
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Fig. 6.11 The normalised
ratio of reconstructed pγ

T to
true pγ

T , determined from
MC simulation
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of pγ
T , and binning Nγ

gen in the true value of pγ
T . This method is valid in the case

that the generated pγ
T distribution does not vary significantly between the kinematic

bins used to measure the cross section (i.e. pJ/ψ
T and pχc

T in this case), such that
bin migrations in pγ

T are accurately taken into account. However, in the case of
χcJ → J/ψ γ decays, the pγ

T distribution is strongly correlated to both pJ/ψ
T and

pχc
T and varies significantly between bins. In this case, if one were to use the method

described above, an individual efficiency would have to be calculated for each pJ/ψ
T

and pχc
T bin to ensure bin migrations are accurately described. However, given the

limited number of events within the MC samples, this is impractical and leads to
large statistical uncertainties.

An alternative approach can be used to form a single efficiency map that can
be applied to calculate the per-candidate efficiency for χcJ candidates in all of the
measured pχc

T and pJ/ψ
T bins. In this approach, the ratio in Eq.6.8 is formed by

binning Nγ
reco in the measured value of pγ

T , and binning Nγ
gen in the true value of pγ

T ,
but with a transformation applied. This ratio is calculated from converted photons
generatedwithin the fiducial region pγ

T > 1.5 GeV, defined in terms of the true values
of pγ

T . Binning the numerator in the measured values of pγ
T and the denominator in

the true values of pγ
T will lead to an efficiency map that can only be used to correct

a data sample with a pγ
T distribution identical to that used to build the efficiency. To

form a more “universal” efficiency, the true value of pγ
T is scaled by a multiplicative

constant that is randomly sampled from an effective pγ
T resolution function. This

resolution function represents the distribution of measured pγ
T as a function of true

pγ
T , with the fiducial requirement pγ

T > 1.5 GeV applied to the measured value of
pγ

T . The effective resolution function is shown in Fig. 6.12. The scaled value of the
true pγ

T is then used to bin the denominator of Eq.6.8.
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Fig. 6.12 The effective
experimental resolution in
pγ

T (parametrised as the ratio
of reconstructed pγ

T to true
pγ

T ) as a function of the true
value of pγ

T . The fiducial cut
pγ

T > 1.5 GeV is applied to
the reconstructed value of pγ
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This method forms an efficiency map that can be used to correct χcJ candidates
within the fiducial region for the conversion reconstruction efficiency. The method
described above is validatedwith toy simulations and is found to be accurate towithin
±5%, within the fiducial region studied. This uncertainty is significantly lower than
the statistical uncertainty that would be present in an ensemble of efficiency maps

Fig. 6.13 The conversion
reconstruction efficiency
calculated as a function of
the measured values of pγ

T
and |ηγ |
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Fig. 6.14 The conversion
reconstruction efficiency
calculated as a function of
measured pγ

T , for |ηγ | < 1.0
(top) and as a function of
measured |ηγ |, for
1.5 < pγ

T | < 10 GeV
(bottom). The estimate of the
systematic uncertainty
shown in both figures is
discussed in Sect. 6.8
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derived using the conventional method described earlier. Further validation of the
method is performed with MC simulation samples, as is described in Sect. 6.5.5. The
conversion reconstruction efficiency derived with this method is shown in Figs. 6.13,
and 6.14.
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Fig. 6.15 The efficiency corrected number of reconstructed simulated χcJ → J/ψ γ decays
divided by the true number of χcJ → J/ψ γ decays, measured in bins of pχc

T . The systematic
uncertainty on the method (±5%) derived from toy simulations is also shown as the dashed red
line

6.5.5 Validation of Conversion Reconstruction Efficiency

The accuracy of the procedure described in Sect. 6.5.4 is verified with a number of
tests using the simulated χc event samples described in Sect. 6.3. χcJ → J/ψ γ
decays generated in the fiducial region are reconstructed and weighted to account for
conversion reconstruction efficiency. The efficiency-corrected yields of reconstructed
χcJ → J/ψ γ decays are then compared to the true number of generated decays.
To quantify the accuracy of the parametrisation of the conversion reconstruction
efficiency, this test is performed in the same bins of pχc

T and pJ/ψ
T as used in the

analysis. Figures6.15 and 6.16 show the efficiency-corrected reconstructed yields
divided by the true yields in bins of pχc

T and pJ/ψ
T , respectively. This ratio is consistent

with unity across all pχc
T and pJ/ψ

T bins, suggesting that the parametrisation of the
conversion reconstruction efficiency is accurate to within the statistical uncertainty.
The systematic uncertainty on the method (±5%) derived from toy simulations is
also shown.
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Fig. 6.16 The efficiency corrected number of reconstructed simulated χcJ → J/ψ γ decays
divided by the true number of χcJ → J/ψ γ decays, measured in bins of pJ/ψ

T . The system-
atic uncertainty on the method (±5%) derived from toy simulations is also shown as the dashed
red line

6.6 Measurement of Corrected χcJ Yields

The efficiency and acceptance-corrected prompt and non-prompt χc yields are
extracted with a weighted, simultaneous, unbinned maximum likelihood fit to the
mass difference, �m = m(μ+μ−γ) − m(μ+μ−), and pseudo-proper decay time,
τ , distributions. Fits are performed in bins of both pχc

T and pJ/ψ
T . A simultaneous

unbinned fit to the �m and τ distributions allows the corrected prompt and non-
prompt χc1 and χc2 yields to be extracted directly in a single fit, as described in
Sect. 4.6.2. This method avoids the potential biases associated with fitting the two
distributions separately and has been used in many charmonium production mea-
surements made at the LHC [17, 23–25]. Fits are performed within the restricted
region 0.2 < �m < 0.7 GeV, corresponding to the χc signal region (including a
sideband region for background normalisation), while no restriction on τ is applied.

The full probability density function (PDF) used to perform the fit takes the form,

P (�m, τ , δτ ) = fsig · Psig (�m, τ , δτ ) + (
1 − fsig

) · Pbkgd (�m, τ , δτ ) , (6.9)

http://dx.doi.org/10.1007/978-3-319-23120-4_4


6.6 Measurement of Corrected χcJ Yields 131

where fsig is the fraction of χc signal events, Psig is the χc signal PDF and Pbkgd
is the background PDF. The quantity δτ is the per-candidate uncertainty on the
pseudo-proper decay time τ and is determined from the covariance matrix of the
di-muon track vertex fit. The distributions of the pseudo-proper decay time uncer-
tainty δτ within the signal-enriched region, 0.30 < �m < 0.48 GeV, and within
the background-dominated regions, �m < 0.30 GeV and �m > 0.50 GeV, are
observed to be consistent. As a consequence of this, the so-called “Punzi” terms [26]
in the full PDF associated with the δτ distribution can be factorised. These factorised
terms simply contribute a constant offset in the likelihood function and are removed
from Eq.6.9 for simplicity. The χc signal and background PDFs, Psig and Pbkgd, are
each described by products of a PDF describing the �m projection of the fit (all
denoted by M) and a PDF describing the τ projection of the fit (all denoted by T ).

6.6.1 Modelling of the χcJ Signals

The total χc signal PDF is given by,

Psig (�m, τ , δτ ) = f Psig · [
f P0 · M0 (�m) + (

1 − f P0
) · (

f P1 · M1 (�m)

+ (
1 − f P1

) · M2 (�m)
)] · T P

sig (τ , δτ )

+
(
1 − f Psig

)
· [

f NP0 · M0 (�m) + (
1 − f NP0

) · (
f NP1 · M1 (�m)

+ (
1 − f NP1

) · M2 (�m)
)] · TNP

sig (τ , δτ ) ,

(6.10)

where f Psig is the fraction of signal candidates that are prompt χc signal candidates,

f (N)P
0 is the fraction of (non-)prompt signal candidates identified as χc0 and f (N)P

1
is the fraction of (non-)prompt signal candidates identified as χc1 (excluding χc0
contributions). The PDFs MJ (�m) model the χcJ signal peaks within the �m
distribution and T (N)P

sig (τ , δτ ) are PDFswhich describe the shape of the (non-)prompt
χc signal contributions to the τ distribution.

The PDFs MJ (�m), describing the χc0, χc1 and χc2 signals in the �m distrib-
ution, are each modelled by Crystal Ball (CB) functions [27, 28]. The CB PDF is
characterised by a Gaussian core with a mean m̄ J and width σJ , a low mass power-
law tail described by a parameter n, and a final parameter, α, which describes the
transition between the core and the tail components of the PDF. The resolution in
�m for χcJ decays is studied with the simulated χc samples described in Sect. 6.3.
Reconstructed χcJ → J/ψ γ decays satisfying the event selection described in
Sect. 6.4 are matched to true decays by requiring that the angles between the recon-
structed and true momenta of all three final state decay products (μ+, μ−, γ) each
satisfy �R < 0.1. The reconstructed �m distributions for these simulated decays
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Fig. 6.17 �m distributions for simulated prompt and non-prompt χcJ events, each fitted with a
Crystal Ball function

are then fitted with a single CB function, as shown in Fig. 6.17. The prompt χcJ sim-
ulation samples were produced with no natural decay width, while the non-prompt
χcJ simulation samples all include a natural width (with values consistent with the
current world averages). The fits to these simulated samples are used to inform the
modelling of the χc signal PDFs, as discussed below. No significant dependence of
the CB parameters on pJ/ψ

T or pχc
T is observed in the simulated samples.

• m̄1,2: The mean values for the χc1 and χc2 signals, m̄1,2 are fixed by the world-
average values for the mass differences between these two states and the J/ψ
mass, �mPDG

J [4]. These values are multiplied by a common multiplicative scale
factor, λ, present to account for a small downward shift in the mean values of the
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observed peaks due to electron energy losses in the ID: m̄ J = λ · �mPDG
J . The

parameter λ is freely determined by the fit procedure and typically takes values of
around 0.98.

• α and n: The parameters α and n are found to be consistent for both prompt and
non-prompt χc1 and χc2, as shown in Fig. 6.17. Motivated by these observations,
the values of these parameters are fixed, when fitting to data, to the values α = 0.6
and n = 2.9. Only the non-prompt samples are used to determine these values,
as they include a simulation of the natural width of the χc states. This pair of
parameters was chosen by first fixing the parameter α = 0.6 and repeating the fit
with n free. A value of n = 2.9 (determined from the average of the two values
determined from fits to the non-prompt χc1 and χc2 samples, once the parameter
α = 0.6 has been fixed) was found to describe both the χc1 and χc2 signal shapes
well.

• σ1,2:Thenaturalwidths of theχc1 andχc2 states (�1 = 0.86± 0.05 MeVand�2 =
1.97 ± 0.11 MeV [4]) are sufficiently lower than the experimental resolution
(σ ≈ 10 MeV) that their effects on the χc1 and χc2 signals are not fitted explicitly
(though their effect is included in the MC simulation from which the CB para-
meters are determined). The parameter σ1 is freely determined by the fit, while
the constraint σ2 = k · σ1, where k is a constant, is imposed to reduce the overall
number of free parameters. A value of k = 1.07 is determined from fits to the MC
simulation samples performed with the CB parameters α and n fixed to the values
α = 0.6 and n = 2.9.

• Modelling of the χc0 signal: The PDF describing the χc0 signal is modelled
independently of the χc1 and χc2 signals. The much larger natural width (�1 =
10.3 ± 0.6 MeV [4]) of the J = 0 state requires that an alternative PDF be used
to model this signal. An alternative PDF composed of the sum of a CB function
and a Gaussian (with an independent width but with a mean identical to that of the
CB function) is chosen, as shown in the top-right plot in Fig. 6.17. All parameters
of the CB function, the relative normalisation of the Gaussian component and its
width are all fixed to the values shown in Fig. 6.17.

The PDF describing the prompt χcJ signal contribution to the τ distribution,
T P
sig (τ , δτ ), ismodelledwith aDirac delta function, δ(τ ), while the PDF TNP

sig (τ , δτ ),
describing the non-prompt χcJ signal contribution to the τ distribution, is modelled
by an exponential function exp

(−τ/τsig
)
. The parameter τsig is freely determined in

the fit procedure. Both of these PDFs are convolved with the function R
(
τ ′ − τ , δτ

)

describing the experimental resolution in τ . The function R is represented by a
Gaussian function with a mean of zero and a width given by S ·δτ , where S is a scale
factor and δτ is the per-candidate uncertainty on the pseudo-proper decay time τ .
The parameter S is freely determined by the fit procedure and typically takes values
of approximately 1.02.
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6.6.2 Modelling of the Background

The background PDF, Pbkgd, is given by,

Pbkgd (�m, τ , δτ ) = f Pbkgd · MP
bkgd (�m) · T P

bkgd (τ , δτ )

+
(
1 − f Pbkgd

)
· MNP

bkgd (�m) · TNP
bkgd (τ , δτ ) ,

(6.11)

where f Pbkgd is the fraction of background candidates that are promptly produced and

the PDFs M (N)P
bkgd and T (N)P

bkgd describe the (non-)prompt background contributions to
the �m and τ distributions, respectively. The PDF describing both the prompt and
non-prompt background contributions to the �m distribution takes the form,

Mbkgd (�m) = erf (A · (�m − m0)) · exp (B · (�m − m0)) + C · (�m − m0)
2 ,

(6.12)
where erf denotes the error function. All four parameters describing the shape of
the distribution (A, B, C and m0) are freely determined by the fit procedure. The
analytical form of the Mbkgd PDF is motivated by studies with the MC simulation
and the shape of the �m distribution in data for μ+μ−γ candidates with an invariant
mass outside the J/ψ peak. The prompt and non-prompt background PDFs, M P

bkgd

and M N P
bkgd, are each modelled with an independent set of the parameters A, B and

C (m0 is common) since the shape of the background in �m is observed to differ
as a function of τ (i.e. significant additional contributions from b → J/ψX decays
contribute to the non-prompt �m background distribution).

The PDF describing the prompt background contribution to the τ distribution,
T P
bkgd, is modelled with a delta function convolved with the resolution function R, as

for the prompt χc signal PDF, T P
sig. The non-prompt background contribution to the

τ distribution, TNP
bkgd, is modelled by a sum of a single and a double-sided exponential

function,

TNP
bkgd (τ , δτ ) =

[
gbkgd
τbkgd

· exp (−τ ′/τbkgd
)

+ (1−gbkgd)
2τsym

· exp (−|τ ′|/τsym
)] ⊗ R

(
τ ′ − τ , δτ

)
, (6.13)

where the parameter gbkgd represents the relative mixture of the single and double-
sided exponential functions and τbkgd and τsym are slope parameters for the single
and a double-sided exponential functions, respectively. The parameters τbkgd and
gbkgd are freely determined by the fit procedure. No significant variation in τsym is

observed as a function of pχc
T or pJ/ψ

T and its value is fixed to a value determined in
a 1-dimensional fit to the τ distribution of the inclusive data sample, τsym = 0.25.
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Fig. 6.18 The �m and τ
projections of a simultaneous
unbinned maximum
likelihood fit performed to
the inclusive sample of
reconstructed χcJ decays
(10 ≤ pJ/ψ

T < 30 GeV),
weighted with the prompt
χc1 acceptance correction
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The validation of the full fit procedure is performed with fits to toy MC simulated
data and is described in detail in Appendix B. Since the acceptance corrections for
prompt and non-prompt χc1 and χc2 differ, the fit procedure is performed four times
for each pJ/ψ

T and pχc
T bin, once for each different acceptance correction (i.e. prompt

χc1, non-prompt χc1, prompt χc2 and non-prompt χc2). In each fit, only the χcJ

yield corresponding to the relevant acceptance correction (e.g. the prompt χc1 yield
in a fit to data weighted with the prompt χc1 acceptance correction) is saved while
the other three yields are discarded.

The fit result for the entire data sample, 10 ≤ pJ/ψ
T < 30 GeV, is shown in

Fig. 6.18. Examples of fit results for individual pJ/ψ
T and pχc

T bins are shown in
Figs. 6.19 and 6.20, respectively.
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Fig. 6.19 The�m and τ projections of a simultaneous unbinnedmaximum likelihood fit performed
to reconstructed χcJ decays in bins of pJ/ψ

T . The data are weighted with the prompt χc1 acceptance
correction



6.6 Measurement of Corrected χcJ Yields 137

) [GeV]-μ+μ) - m(γ-μ+μm(
0.2 0.3 0.4 0.5 0.6 0.7

 C
an

di
da

te
s 

/ (
0.

01
 G

eV
)

γ- μ+ μ
W

ei
gh

te
d 

0

100

200

300

400

500

600

310×

s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 14 GeVc
χ

T
 p≤12 
| < 0.75

ψJ/
|y

Data

Fit

Background

c0
χSignal 

c1
χPrompt Signal 

c1
χNon-prompt Signal 

c2
χPrompt Signal 

c2
χNon-prompt Signal 

 [ps]τPseudo-proper Decay Time 
-6 -4 -2 0 2 4 6 8 10 12 14

 C
an

di
da

te
s 

/ (
0.

15
 p

s)
γ- μ+ μ

W
ei

gh
te

d 

310

410

510

610
s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 14 GeVc
χ

T
 p≤12 
| < 0.75

ψJ/
|y

Data

Fit

Background

Prompt Signal

Non-prompt Signal

) [GeV]-μ+μ) - m(γ-μ+μm(
0.2 0.3 0.4 0.5 0.6 0.7

 C
an

di
da

te
s 

/ (
0.

01
 G

eV
)

γ- μ+ μ
W

ei
gh

te
d 

0

50

100

150

200

250

300

310×

s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 16 GeVc
χ

T
 p≤14 
| < 0.75

ψJ/
|y

Data

Fit

Background

c0
χSignal 

c1
χPrompt Signal 

c1
χNon-prompt Signal 

c2
χPrompt Signal 

c2
χNon-prompt Signal 

 [ps]τPseudo-proper Decay Time 
-6 -4 -2 0 2 4 6 8 10 12 14

 C
an

di
da

te
s 

/ (
0.

15
 p

s)
γ- μ+ μ

W
ei

gh
te

d 310

410

510

610 s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 16 GeVc
χ

T
 p≤14 
| < 0.75

ψJ/
|y

Data

Fit

Background

Prompt Signal

Non-prompt Signal

) [GeV]-μ+μ) - m(γ-μ+μm(
0.2 0.3 0.4 0.5 0.6 0.7

 C
an

di
da

te
s 

/ (
0.

01
 G

eV
)

γ- μ+ μ
W

ei
gh

te
d 

0

20

40

60

80

100

120

140

310×

s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 18 GeVc
χ

T
 p≤16 
| < 0.75

ψJ/
|y

Data

Fit

Background

c0
χSignal 

c1
χPrompt Signal 

c1
χNon-prompt Signal 

c2
χPrompt Signal 

c2
χNon-prompt Signal 

 [ps]τPseudo-proper Decay Time 
-6 -4 -2 0 2 4 6 8 10 12 14

 C
an

di
da

te
s 

/ (
0.

15
 p

s)
γ- μ+ μ

W
ei

gh
te

d 310

410

510

610
s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 18 GeVc
χ

T
 p≤16 
| < 0.75

ψJ/
|y

Data

Fit

Background

Prompt Signal

Non-prompt Signal

) [GeV]-μ+μ) - m(γ-μ+μm(
0.2 0.3 0.4 0.5 0.6 0.7

 C
an

di
da

te
s 

/ (
0.

01
 G

eV
)

γ- μ+ μ
W

ei
gh

te
d 

0

20

40

60

80

100

120

310×

s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 22 GeVc
χ

T
 p≤18 
| < 0.75

ψJ/
|y

Data

Fit

Background

c0
χSignal 

c1
χPrompt Signal 

c1
χNon-prompt Signal 

c2
χPrompt Signal 

c2
χNon-prompt Signal 

 [ps]τPseudo-proper Decay Time 
-6 -4 -2 0 2 4 6 8 10 12 14

 C
an

di
da

te
s 

/ (
0.

15
 p

s)
γ- μ+ μ

W
ei

gh
te

d 

210

310

410

510

610
s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 22 GeVc
χ

T
 p≤18 
| < 0.75

ψJ/
|y

Data

Fit

Background

Prompt Signal

Non-prompt Signal

) [GeV]-μ+μ) - m(γ-μ+μm(
0.2 0.3 0.4 0.5 0.6 0.7

 C
an

di
da

te
s 

/ (
0.

01
 G

eV
)

γ- μ+ μ
W

ei
gh

te
d 

0

10

20

30

40

50

60

70

80

310×

s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 30 GeVc
χ

T
 p≤22 
| < 0.75

ψJ/
|y

Data

Fit

Background

c0
χSignal 

c1
χPrompt Signal 

c1
χNon-prompt Signal 

c2
χPrompt Signal 

c2
χNon-prompt Signal 

 [ps]τPseudo-proper Decay Time 
-6 -4 -2 0 2 4 6 8 10 12 14

 C
an

di
da

te
s 

/ (
0.

15
 p

s)
γ- μ+ μ

W
ei

gh
te

d 

210

310

410

510

610

s VeT 7 = 

-1
Ldt = 4.5 fb∫

 < 30 GeVc
χ

T
 p≤22 
| < 0.75

ψJ/
|y

Data

Fit

Background

Prompt Signal

Non-prompt Signal

Fig. 6.20 The�m and τ projections of a simultaneous unbinnedmaximum likelihood fit performed
to reconstructed χcJ decays in bins of pχc

T . The data are weighted with the prompt χc1 acceptance
correction
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6.7 Bin Migration Corrections

The final stage in obtaining χc cross sections is a correction for the effects of exper-
imental resolution in pχc

T and pJ/ψ
T on the measured differential cross sections. The

finite resolution in both pχc
T and pJ/ψ

T causes a net migration of events from their
“true” pT bin to adjacent “measured” bins. This effect can arise for even a symmet-
ric resolution function due to the rapidly varying shape of the pT distributions. Bin
migrations in pJ/ψ

T are a small effect since the resolution in pJ/ψ
T is symmetric and

very narrow relative to the pJ/ψ
T bin sizes (between 2 GeV and 12 GeV). However,

bin migration effects are significantly larger in the case of the cross sections mea-
sured as a function of pχc

T , since the pχc
T resolution function is asymmetric due to

the effects of electron energy loss.
The experimental resolutions in pχc

T and pJ/ψ
T determined from MC simulation

for the fiducial region used in this analysis are shown in Fig. 6.21 and are both fitted

Fig. 6.21 The experimental
resolution in pχc

T (top) and

pJ/ψ
T (bottom) for the

fiducial region
10 < pJ/ψ

T < 30 GeV and
|y J/ψ | < 0.75, derived from
MC simulation. Both
distributions are fitted with a
CB function
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with CB functions. The distribution of the ratio of reconstructed pT to true pT ,
precoT /ptruthT , should peak at unity with an infinitesimally small width for a perfect

detector. The mean of the resolution function for pJ/ψ
T is consistent with unity while

the width is around 1%. The resolution function for pχc
T also has a width of around

1% but the mean value of the CB function (0.994) is significantly less than unity
and the resolution exhibits a clear tail for precoT /ptruthT < 1, due to electron energy
losses in reconstructed photons conversions.

The bin migration correction is determined with a semi-analytical technique
designed to unfold smoothly varying distributions [17]. The method involves fit-
ting the acceptance and efficiency corrected pχc

T and pJ/ψ
T distributions with an

analytic function that is convolved with the resolution functions (parametrised as CB
functions) shown in Fig. 6.21. The underlying pT distributions, free from resolution
effects, are described by the empirically motivated analytical function (as used in
Ref. [19])
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Fig. 6.22 Measured pχc
T distributions for prompt and non-prompt χc1 and χc2, fitted with an

analytical function convolvedwith a resolution function (solid grey line). The de-convolved function
is shown as the red dashed line. The bin migration corrections are shown in the panels below the
fitted pχc

T distributions
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Fig. 6.23 Measured pJ/ψ
T distributions for prompt and non-prompt χc1 and χc2, fitted with an

analytical function convolvedwith a resolution function (solid grey line). The de-convolved function
is shown as the red dashed line. The bin migration corrections are shown in the panels below the
fitted pJ/ψ

T distributions

f (x) = A · x · (
1 + B · x E

)
(
x2 + C2

)D
, (6.14)

where all five parameters (A − E) are freely determined in the fit. Once the mea-
sured pχc

T and pJ/ψ
T distributions are fitted with the “smeared” function (Eq. 6.14

numerically convolved with the corresponding CB function shown in Fig. 6.21),
the underlying “un-smeared” distribution (Eq. 6.14 as shown, without any convolu-
tion) can be accessed directly. The ratio of the fitted “un-smeared” function to the
“smeared” function represents a scale factor that can be applied to each measured
pχc

T and pJ/ψ
T bin to correct for bin migrations caused by experimental resolution.

Figures6.22 and 6.23 show the fitted pχc
T and pJ/ψ

T distributions, respectively, in
addition to the derived bin migration corrections. The correction factors for the cross
sections binned in pJ/ψ

T are small, at around 0.995, while the correction factors for
the cross sections binned in pχc

T are larger, at around 1.04, due to the asymmetric
resolution in pχc

T .
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6.8 Systematic Uncertainties

Several sources of systematic uncertainty on the measurements of the prompt and
non-prompt χc1 and χc2 cross sections are considered. These uncertainties and the
methods used to quantify them are discussed below.

The finite size of each of the data or simulation samples used to derive the effi-
ciency corrections discussed in Sect. 6.5 gives rise to a statistical uncertainty in each
efficiency. A common approach is adopted to quantify the effect of these statisti-
cal uncertainties on the measured cross sections. An ensemble of 500 independent
alternative efficiency maps are generated by taking the nominal efficiency map and
perturbing each bin by a random amount sampled from a Gaussian distribution, with
a mean value of zero and a width equal to the statistical uncertainty in that bin. The
RMS of the distribution of the average efficiency weight in each pχc

T and pJ/ψ
T bin,

calculated from the ensemble of alternative efficiency maps, is used as an estimate
of the systematic uncertainty.

Acceptance: The method used to correct for the effects of experimental resolution
in the calculation of the per-candidate acceptance binned in pχc

T has an associated
uncertainty of ±2%, derived from the envelope of the residual bias from simulation
studies. The acceptance maps binned in pJ/ψ

T are dependent on the pχc
T distribution

used to seed the simulation. To estimate the sensitivity of these acceptance corrections
to the pχc

T distribution used as an input, the measured pχc
T distributions are refitted

with an alternative analytical function. These alternative fitted parametrisations lead
to changes in the acceptance binned in pJ/ψ

T of between 4−8%of the nominal values.
This range is adopted as an estimate of the systematic uncertainty on the acceptance
corrections binned in pJ/ψ

T due to the pχc
T distribution used as input. The statistical

uncertainty in the acceptance corrections, in comparison to the effects mentioned
above, is negligible.

Muon Identification Efficiency: The systematic uncertainty on the muon identifi-
cation efficiency is composed of two components. The first component is a statistical
uncertainty and is quantified as described earlier. The second component is an uncer-
tainty associated with the fitting procedure used to measure J/ψ → μ+μ− yields in
the tag-and-probe analysis used to derive the efficiencies. The sum in quadrature of
these two uncertainties is around ±1%.

Muon Track Reconstruction Efficiency: The systematic uncertainty on the track
reconstruction efficiency for muons is estimated to be ±1% from studies performed
in Ref. [19].

Trigger Efficiency: The systematic uncertainty on the trigger efficiency is com-
posed of three components. The first two components are identical in nature to those
discussed for the muon identification efficiency; a statistical uncertainty and a sys-
tematic uncertainty on the fitting procedure used to measure the efficiency with a
J/ψ → μ+μ− tag-and-probe analysis in data. The third component of the uncer-
tainty is related to the fitted parametrisation of the �R dependence of the cμ+μ− cor-
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rection. This uncertainty is shown as the ±1σ variations of cμ+μ−(�R) in Fig. 6.8.
The changes in the average weight calculated with the±1σ variations of cμ+μ−(�R)

are used to estimate this component of the systematic uncertainty. The sum of these
three components in quadrature represents a total systematic uncertainty on the trig-
ger efficiency correction of around ±4%.

Conversion Probability: The photon conversion probability estimated from MC
simulation is sensitive to the total material distribution in the ID in the ATLAS
detector simulation. The systematic uncertainty on the conversion probability due
to the simulated material distribution is estimated with an alternative set of χc MC
simulation samples, which are processed with an alternative detector material distri-
bution that contains around 20% more inactive material (typically services such as
cooling) between the pixel layers of the detector (an increase based upon a conserva-
tive assessment of the knownmaterial distribution). The systematic uncertainty in the
photon conversion probability estimated from these alternative simulation samples
is ±4%.

Conversion Reconstruction Efficiency: Several effects contribute to the system-
atic uncertainty on the estimate of the conversion reconstruction efficiency fromMC
simulation. The dominant source is the uncertainty in the behaviour of the ATLAS
conversion finding algorithm in the MC simulation, compared to data. Several sensi-
tive distributions of conversion observables (vertex position, fit χ2/[d.o.f.], number
of track hits etc.) are compared for an inclusive (i.e. not necessarily fromχcJ decays)
sample of photon conversions in data and MC simulation. The features of these dis-
tributions in data are well reproduced by the MC simulation and any residual dis-
crepancies are bounded by a conservative ±10% envelope. Since any discrepancies
in these distributions could also be due to the material model, the estimate of the sys-
tematic uncertainty due to these residual discrepancies is reduced to ±9%, based on
the uncertainty in the detector material distribution discussed above. The other large
contribution to the systematic uncertainty on the estimate of the conversion recon-
struction efficiency comes from the uncertainty in themethod described in Sect. 6.5.4
to avoid biases due to the experimental resolution in pγ

T . This uncertainty is estimated
to be ±5% from simulation studies, including the self-consistency tests shown in
Sect. 6.5.4. The dependence of the efficiency on the kinematic distributions of theχcJ

decays in the simulated χcJ event samples is assessed through re-weighting the pγ
T

distributions and results in changes of around±1%. The statistical uncertainty in the
efficiency corrections, assessed as described above, also contributes around ±2% to
the total uncertainty. The sum in quadrature of these individual components, around
±11%, is taken as an estimate of the total systematic uncertainty on the estimate of
the conversion reconstruction efficiency.

Fitting Procedure: The systematic uncertainty associated with the fitting procedure
is estimated with a toy MC simulation technique. The nominal fit results in each pχc

T

and pJ/ψ
T bin are used to generate 200 unique simulated data samples for each bin.

These simulated data samples are then fitted with several modified fitting procedures
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to estimate the sensitivity of the fitted yields to variations in the fit model. The
following modifications to the fitting procedure are studied:

• The nominal background PDF is replaced by amodified Novosibirsk function [29]
with four free parameters.

• Motivated by the fact that the χc0 yield is insignificant in most individual pχc
T and

pJ/ψ
T bins, the fit is repeated with the χc0 signal component removed.

• The constraints on the CB parameters α and n of the χc1 and χc2 signal PDFs are
individually released to be determined in the fit.

• The constraint on the scaling between the CB parameter σ of the χc1 and χc2
signal PDFs is released and both σ1 and σ2 are determined in the fit.

The systematic uncertainty is then estimated from the mean of the distribution of
the relative changes in fitted yield between the nominal and alternative models. The
total systematic uncertainty on the fit model is estimated to be in the range 3–9%.
This procedure is also performed for fit results for the cross section ratios and non-
prompt fractions, to ensure statistical correlations are accounted for in the estimation
of the systematic uncertainty.

Integrated Luminosity: The systematic uncertainty in the measurement of the inte-
grated luminosity associated with the data sample is estimated to be ±1.8%. The
measurements used to estimate this uncertainty are described in detail in Ref. [30].
This uncertainty cancels directly in all of the cross section ratios measured within
the same data sample (i.e. excluding Rχc

alone).

χcJ Polarisation: The systematic uncertainty on the measurements due to the
unknown χcJ polarisation is estimated from the envelope of the acceptance varia-
tions calculated with the polarisation scenarios discussed in Sect. 6.5.1. The envelope
is around +30

−10% for χc1 and around +30
−20% for χc2. In the case of the cross section

ratios, the combination of the χc1 and χc2 polarisation scenarios that gives rise to
the maximum variation in the cross section ratios is chosen; J = 1 helicity ±1
combined with J = 2 helicity ±2 gives rise to the upper limit, while J = 1 helicity
0 combined with J = 2 helicity 0 gives rise to the lower limit. The envelope for
the measurement of Rχc

is calculated assuming overall unpolarised production for
prompt J/ψ, motivated by the measurements of ALICE, CMS and LHCb [31–33].
These uncertainties are separated from the other systematic uncertainties as they
are potentially reducible with a future measurement of the χcJ polarisation. Scale
factors are included in Table A.9 in Appendix A that can be used to modify the
measurements to any of the polarisation scenarios discussed in Sect. 6.5.1.

The individual sources of systematic uncertainty on the measurements of the
prompt and non-promptχc1 andχc2 cross sections, averaged over pT bins, are shown
in Tables6.3 and 6.4 for the pχc

T and pJ/ψ
T binned measurements, respectively. The

same information is also shown graphically in Fig. 6.24 for both the pχc
T and pJ/ψ

T
binned measurements.
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Table 6.3 The individual contributions to the systematic uncertainty on the cross-section measure-
ments binned in pχc

T , averaged across all pχc
T bins

Binning: pχc
T Fractional uncertainty (%)

Prompt Non-prompt
χc1 χc2 χc1 χc2

Muon reco.
efficiency

1 1 1 1

Trigger efficiency 3 4 4 4

Converted-photon
reco. efficiency

11 11 11 11

Conversion
probability

4 4 4 4

Acceptance 2 2 2 2

Fit model 2 3 3 8

Total systematic 12 12 12 14

Polarisation
envelope (upper)

29 31 29 31

Polarisation
envelope (lower)

11 20 11 20

The common contributions of integrated luminosity (1.8%) and track reconstruction (1%) are not
shown. The average variation in the cross sections due to the envelope of all possible polarisation
scenarios is also shown

Table 6.4 The individual contributions to the systematic uncertainty on the cross-section measure-
ments binned in pJ/ψ

T , averaged across all pJ/ψ
T bins

Binning: pJ/ψ
T Fractional uncertainty (%)

Prompt Non-prompt
χc1 χc2 χc1 χc2

Muon reco.
efficiency

1 1 1 1

Trigger efficiency 4 4 4 4

Converted-photon
reco. efficiency

11 11 11 11

Conversion
probability

4 4 4 4

Acceptance 4 4 5 8

Fit model 2 3 3 9

Total systematic 13 13 13 17

Polarisation
envelope (upper)

34 36 32 36

Polarisation
envelope (lower)

13 23 13 23

The common contributions of integrated luminosity (1.8%) and track reconstruction (1%) are not
shown. The average variation in the cross sections due to the envelope of all possible polarisation
scenarios is also shown
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Fig. 6.24 The individual contributions to the systematic uncertainty on the cross-section measure-
ments binned in pχc

T (top) and pJ/ψ
T (bottom). The common contributions of integrated luminosity

(1.8%) and track reconstruction (1%) are not shown. The lines denoted Spin. Env. represent the
upper and lower bounds of the polarisation envelope (not included in the total systematic uncer-
tainty)
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6.9 Results and Discussion

The differential cross sections for prompt and non-prompt χc1 and χc2 measured as
a function of both pχc

T and pJ/ψ
T , in addition to several cross section ratios and asso-

ciated quantities are shown in Figs. 6.25, 6.26, 6.27, 6.28, 6.29, 6.30, 6.31 and 6.32.
These measurements are compared to existing measurements and to theoretical pre-
dictions where appropriate. Tabulated results are also included in Appendix A.

6.9.1 Theoretical Predictions

Themeasurements ofχc1 andχc2 production are compared to several theoretical pre-
dictions based on QCD. Each of these theoretical predictions is described below. All

Fig. 6.25 Differential cross
sections for prompt χc1 (top)
and χc2 (bottom) measured
as a function of pχc

T . The
measurements are compared
to the predictions of NLO
NRQCD [34, 35], the
CSM [37] and the kT
factorisation approach [38,
39]. The positions of the data
points within each bin reflect
the average pχc

T of the χc
candidates within the bin.
The error bars represent the
total uncertainty on the
measurement (statistical and
systematic), assuming
isotropic decay angular
distributions (in some cases,
the error bar is smaller than
the data point)
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Fig. 6.26 Differential cross sections for prompt χc1 (top) and χc2 (bottom) measured as a function
of pJ/ψ

T . Themeasurements are compared to the predictions ofNLONRQCD [34, 35], theCSM[37]
and the kT factorisation approach [38, 39]. The positions of the data points within each bin reflect
the average pJ/ψ

T of the χc candidates within the bin. The error bars represent the total uncertainty
on the measurement (statistical and systematic), assuming isotropic decay angular distributions (in
some cases, the error bar is smaller than the data point)

of the theoretical predictions are scaled by the world average values of the branching
fractions B (χcJ → J/ψ γ) and B (

J/ψ → μ+μ−)
(see Table6.1) [4].

6.9.1.1 NRQCD

The direct χcJ production cross sections have been calculated at next-to-leading
order (NLO) within the NRQCD factorisation approach [34, 35], which is described
in detail in Sect. 2.2.5. The calculation in [34, 35] uses a set of LDMEs extracted from
fits to charmonium production data from the Tevatron; the details of this procedure

http://dx.doi.org/10.1007/978-3-319-23120-4_2
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Fig. 6.27 Differential cross sections for non-prompt χc1 (blue) and χc2 (green) measured as a
function of pχc

T . The measurements are compared to the predictions of a theoretical prediction
based on the FONLL model of b hadron production [40]. The positions of the data points within
each bin reflect the average pχc

T of the χc candidates within the bin. The error bars represent the
total uncertainty on the measurement (statistical and systematic), assuming isotropic decay angular
distributions
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Fig. 6.28 Differential cross sections for non-prompt χc1 (blue) and χc2 (green) measured as a
function of pJ/ψ

T . The measurements are compared to the predictions of a theoretical prediction
based on the FONLL model of b hadron production [40]. The positions of the data points within
each bin reflect the average pJ/ψ

T of the χc candidates within the bin. The error bars represent the
total uncertainty on the measurement (statistical and systematic), assuming isotropic decay angular
distributions

are described in [36]. The shaded uncertainty bands of the NRQCD predictions,
shown in Figs. 6.25 and 6.26, are derived from factorisation and renormalisation
scale uncertainties, in addition to a contribution from the extraction of NRQCD long
distance matrix elements from data.



6.9 Results and Discussion 149

Fig. 6.29 The fraction of
prompt J/ψ produced in
feed-down from radiative
χcJ decays, measured as a
function of pJ/ψ

T . The
measurements are compared
to the predictions of NLO
NRQCD [34, 35] and the
measurement of LHCb [22].
The error bars represent the
total uncertainty on the
measurement (statistical and
systematic), assuming
isotropic decay angular
distributions
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Fig. 6.30 The cross section
of prompt χc2 relative to
prompt χc1, measured as a
function of pJ/ψ

T . The
measurements are compared
to the predictions of NLO
NRQCD [34, 35] and the
CSM [37] and the
measurement of CMS [16].
The error bars represent the
total uncertainty on the
measurement (statistical and
systematic), assuming
isotropic decay angular
distributions  [GeV]ψJ/
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Fig. 6.31 The cross section
of non-prompt χc2 relative to
non-prompt χc1, measured
as a function of pJ/ψ

T . The
measurements are compared
to that of CDF in p p̄
collisions at√

s = 1.96 TeV [12]. The
error bars represent the total
uncertainty on the
measurement (statistical and
systematic), assuming
isotropic decay angular
distributions
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Fig. 6.32 The fraction of
χc1 and χc2 produced in the
decays of b-hadrons
measured as a function of
pχc

T . The error bars represent
the total uncertainty on the
measurement (statistical and
systematic), assuming
isotropic decay angular
distributions
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6.9.1.2 The Colour Singlet Model

The CHIGENMC event generator is used to produce a prediction for the direct χcJ

production cross sections calculated within the CSM [37], which is described in
detail in Sect. 2.2.3. The partonic sub-processes gg → χcJ g represent the dominant
contributions to the production cross sections, within the fiducial region studied.
The process gg → χc2 also provides a small contribution to χc2 production at
lower pT (this process is forbidden for χc1). The shaded uncertainty bands of the
CSM predictions, shown in Figs. 6.25 and 6.26, are derived from factorisation and
renormalisation scale uncertainties.

6.9.1.3 The kT factorisation approach

The kT factorisation approach combines the CSMprediction for the direct production
of χcJ with PDFs that contain an explicit pT dependence to deduce an independent
prediction [38, 39], as described in Sect. 2.2.4.

6.9.1.4 Fixed Order Next-to-leading Logarithm b-hadron production

A theoretical prediction for χcJ production in b-hadron decays is formed from a
prediction for for B±,0 meson production within the fixed-order next-to-leading
logarithm (FONLL) approach [40]. Due to the limited data available for inclusive
b-hadron decays to χcJ states, this prediction implicitly assumes that the decay
behaviour (inclusive branching fractions and decay productmomentumdistributions)
of themixture of b-hadrons produced at the LHC can be approximated to that of B±,0

mesons (i.e. that all b-quarks fragment into B±,0 mesons alone). The inclusive decay
of the B±,0 mesons to final states includingχc1 andχc2 states ismodelledwith the p∗

http://dx.doi.org/10.1007/978-3-319-23120-4_2
http://dx.doi.org/10.1007/978-3-319-23120-4_2
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(themomentum of theχcJ in the B rest frame) distributionsmeasured by BaBar [41].
The predictions are scaled with the current world-average values for the branching
fractions B (

B±/0 → χc1X
) = (3.86 ± 0.27) × 10−3 and B (

B±/0 → χc2X
) =

(1.3±0.4)×10−3 [4]. The shadeduncertainty bandon theFONLLpredictions, shown
in Figs. 6.27 and 6.28, represents the theoretical uncertainty due to factorisation and
renormalisation scales, quark masses and parton distribution functions, combined
with the uncertainty on the branching fractions used to scale the predictions.

6.9.2 Prompt Differential Cross Sections

The prompt production cross sections of χc1 and χc2 states, measured as functions
of pχc

T and pJ/ψ
T , are shown in Figs. 6.25 and 6.26, respectively. The predictions of

NLONRQCDare in good agreementwith themeasurements across the pχc
T and pJ/ψ

T
ranges studied. The NLO NRQCD predictions have also been shown to describe the
measured χcJ production cross sections at the Tevatron with a similar level of agree-
ment [34]. The predictions of the kT factorisation approach for the prompt χc1 and
χc2 cross sections are significantly in excess of the measurements. The kT factorisa-
tion approach has been shown to reproduce the overall prompt J/ψ cross section (the
model includes χc and ψ(2S) feed-down) [38]. However, recent measurements of
ψ(2S) production show that the same prediction significantly underestimates prompt
ψ(2S) production [42]. While the kT factorisation approach may reproduce the total
prompt J/ψ cross section, it does not seem to predict accurately the measured com-
position (i.e. the relative amounts of direct J/ψ and feed-down from χc and ψ(2S)

decays). The prediction of the CSM is significantly below the measured cross sec-
tions, which may suggest that colour octet contributions or higher order perturbative
corrections, missing in this prediction, are necessary to describe the measured cross
sections.

6.9.3 Fraction of Prompt J/ψ Produced in χcJ Feed-Down
Decays: Rχc

Thedifferential cross sections for promptχc1 andχc2,measured as functions of pJ/ψ
T ,

are summed and presented as a fraction of the prompt J/ψ differential cross section
measured by ATLAS [17]. This quantity, known as Rχc

, represents the fraction of
prompt J/ψ produced in feed-down from radiative χc decays, neglecting the very
small contribution from radiativeχc0 decays. If one assumes an equal production rate
for χc0 and χc2, (motivated by the LHCb measurement σ0/σ2 = 1.19 ± 0.40 [15]),
then radiative χc0 decays represent around 2% of the combined χcJ contribution to
prompt J/ψ production. Figure6.29 shows that 24–28%of prompt J/ψ are produced
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Fig. 6.33 A comparison of
Rχc

measurements from
hadron collider and fixed
target experiments. The
results presented here are
denoted ATLAS and are
compared to the
measurements of LHCb [22],
CDF [10], D0 [11] and
HERA-B [43]. xF denotes
the Feynman longitudinal
momentum fraction
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in radiative χcJ decays for 10 < pJ/ψ
T < 30 GeV. This fraction does not show any

strong pJ/ψ
T dependence within the region measured. The measurements are in good

agreement with the predictions of NLONRQCD, but lie slightly below the prediction
at high pJ/ψ

T (pJ/ψ
T > 18 GeV). The measurements are also in good agreement with

the LHCb data, measured in the forward region (2.0 < y J/ψ < 4.5), where the
measurements overlap [22]. Figure6.33 shows a comparison ofmeasurements of Rχc

made at the LHC, at the Tevatron and at the HERA-B p A fixed target experiment.
In general, all of the hadron collider measurements are in good agreement, though
the low pJ/ψ

T data of LHCb and CDF suggest different trends.

6.9.4 Prompt Cross Section Ratio: σ(χc2)/σ(χc1)

The measurements of the prompt production cross-section of the χc2 state, relative
to the χc1 state, shown in Fig. 6.30, show that the χc1 state is more readily produced
than the χc2 state within the region studied (accounting for their relative branching
fractions, a factor of around 1.8). The cross section ratio, measured as a function of
pJ/ψ

T , is generally well described by the predictions of NLO NRQCD, though the

data suggest an alternative pJ/ψ
T dependence for pJ/ψ

T > 18 GeV. The prediction of
the CSM significantly underestimates the measurements by more than a factor of 2.
The measurements are in good agreement with those of CMS, which are performed
in a very similar kinematic region [16].
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6.9.5 Non-prompt Differential Cross Sections

The non-prompt χc1 and χc2 production cross sections are in general agreement
with the theoretical predictions of a model based upon the FONLL approach to
b-hadron production, as shown in Figs. 6.27 and 6.28, though the measurements
tend to lie below the predictions at high pT . The FONLL based model describes
the total non-prompt cross section in terms of B-meson production alone, neglect-
ing potential differences in the kinematics and inclusive branching fractions of the
contributions from B0

s and b-baryon decays. The slight overestimation of the non-
prompt cross sections by thismodelmay suggest that the inclusive branching fraction
B (

Hb → χc1,2X
)
(where Hb denotes the relevant mixture of b-hadrons produced at

the LHC) may not be accurately approximated by the same inclusive branching frac-
tion for the B meson admixture produced in ϒ(4S) decays. However, discrepancies
between the predictions of the FONLL approach and experimental data have also
been observed in several measurements of high pT (> 20 GeV) non-prompt J/ψ
andψ(2S) production at the LHC [17, 23, 25, 44]. In the case of the J/ψ andψ(2S),
the appropriate inclusive branching fractions are available (i.e. the B±,0 meson only
approximation is not necessary), suggesting that another aspect of the model may be
responsible for these discrepancies. One potential source of this discrepancy is the
b quark fragmentation functions. The fragmentation functions used in the FONLL
approach are fitted from Z → bb̄ decay data from LEP [40]. However, as discussed
in Sect. 2.2.6, the softer b quark pT spectrum produced at the LHC may not be accu-
rately described by fragmentation functions fitted to the higher b-quark energy LEP
data.

6.9.6 Non-prompt Cross Section Ratio: σ(χc2)/σ(χc1)

The measurements of the non-prompt production cross-section of the χc2 state, rel-
ative to the χc1 state, shown in Fig. 6.31 as a function of pJ/ψ

T , suggest that the χc1
state is produced more readily in b-hadron decays than the χc2 state (by around a
factor of 3). The measurements do not exhibit any significant dependence on pJ/ψ

T

in the high pJ/ψ
T region measured. This is expected given the common production

mechanism and the very small mass difference between the two states, relative to
the average pJ/ψ

T being measured. These measurements are in agreement with a sin-

gle measurement from CDF for pJ/ψ
T > 10 GeV [12]. The non-prompt production

asymmetry for χc1 and χc2 also provides a measurement of the ratio of branching
fractions,

B (χc2 → J/ψ γ)

B (χc1 → J/ψ γ)
· B (b → χc2X)

B (b → χc1X)
= 0.19 ± 0.04 (6.15)

http://dx.doi.org/10.1007/978-3-319-23120-4_2
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where b denotes the mixture of b-hadron species produced at the LHC. This mea-
surement is obtained by fitting the data in Fig. 6.31 with the ratio of the χc2 and
χc1 curves for the FONLL based predictions shown in Fig. 6.28 (the theoretically
predicted ratio has a constant value of 0.97 across the range of pJ/ψ

T studied). The
corresponding value calculated from the world average values for the inclusive B
meson branching fractions B (

B → χc1,2X
)
(used due to an absence of data for the

b-hadronmixture relevant to the LHC) is 0.19 ± 0.06 [4], while LHCb report a value
of 0.184 ± 0.025 (stat.) ± 0.015 (syst.) [15], both consistent with this measurement.

6.9.7 Non-prompt Fractions

The fractions of χc1 and χc2 produced in b-hadron decays, shown in Fig. 6.32, tend
to increase slightly as a function of pχc

T . This behaviour is also observed for inclusive
J/ψ and ψ(2S) production [17, 23]. However, contrary to the situation for J/ψ and
ψ(2S), the inclusive production ofχc1 andχc2 is dominated by prompt production for
pT > 20 GeV. This small non-prompt fraction is also observed in

√
s = 1.96 TeV

p p̄ collisions, from which CDF measured around (15 ± 1)% of χc1 and (6 ± 1)%
of χc2 to be produced in b-hadron decays for pJ/ψ

T > 4 GeV (assuming an equal
total efficiency for prompt and non-prompt χcJ ) [12]. An earlier measurement from
CDF quotes a combined χc1 and χc2 non-prompt fraction of (10.8 ± 3.0)% for
pJ/ψ

T > 4 GeV [10].

6.9.8 Summary

In general, the predictions of NLO NRQCD consistently provide a good descrip-
tion of the prompt χc1 and χc2 measurements. The same predictions also provide
a similarly good description of the prompt production of J/ψ and ψ(2S) [23, 25,
44]. The production of the χc1 and χc2 states in b-hadron decays is generally well
described by the predictions of the FONLL approach. However, the large exper-
imental uncertainties and approximations used to described the relevant inclusive
branching fractions make it difficult to draw any firm conclusions on the reliability
of the FONLL approach from these measurements.

6.10 Supporting Measurements

This section is devoted to demonstrating the validity and accuracy of the various effi-
ciency corrections used to perform themainχc analysis through two supportingmea-
surements. The first measurement, a measurement of J/ψ production cross sections,
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is designed to validate the efficiency corrections associated with the J/ψ → μ+μ−
decay while the second measurement, a measurement of the branching fraction
B (

B± → χc1K ±)
, is designed validate the efficiency corrections associated with

the χcJ → J/ψ γ decay, specifically the conversion reconstruction efficiency.

6.10.1 Measurements of J/ψ Production

A measurement of the cross sections for the inclusive, prompt and non-prompt pro-
duction of the J/ψ charmonium state in

√
s = 7 TeV pp collisions is performedwith

a subset of the data sample described in Sect. 6.3. The measurement makes use of
the same muon reconstruction and di-muon trigger efficiency corrections used in the
measurements of χc1 and χc2 production in addition to an identical J/ψ → μ+μ−
selection and a very similar data-fitting procedure (described in Sect. 6.6). The aim of
this study is to validate these elements of theχc analysis by comparing thesemeasure-
ments of the J/ψ production cross sections with published ATLAS measurements
performed using independent data samples, efficiency corrections and event selec-
tions [17]. The measurements are performed in a kinematic region, |y J/ψ| < 0.75
and pJ/ψ

T > 8 GeV, which includes the region used in theχc analysis (|y J/ψ| < 0.75

and 10 < pJ/ψ
T < 30 GeV).

6.10.2 Data Sample and Event Selection

The measurement is performed with a sample of
√

s = 7 TeV pp collision data,
representing an integrated luminosity of 157 pb−1, collected towards the beginning
of the 2011LHC run. The data samplewas collectedwith theEF_2mu4_Jpsimumu
di-muon trigger described in Sect. 6.3. J/ψ → μ+μ− decays are selected with the
criteria described in Sect. 6.4.1 (the di-muon invariant mass cut is not applied).

6.10.3 Cross Section Measurement Procedure

The double differential cross section for J/ψ production is given by,

d2σ (J/ψ)

dpT dy
× B (

J/ψ → μ+μ−) = NJ/ψ

L × �pT × �y
, (6.16)

where NJ/ψ is the J/ψ yield in a bin of J/ψ transverse momentum and rapidity,
corrected for experimental losses (efficiency and acceptance), L is the integrated
luminosity of the data sample and �pT and �y are bin widths in J/ψ transverse
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momentum and rapidity, respectively. As in the χc analysis, each reconstructed
J/ψ → μ+μ− candidate is given a weight to account for experimental losses due
to finite acceptance and reconstruction and trigger efficiencies. The per-candidate
weight, w, is given by,

w−1 = A · εtrig · εdi-muon , (6.17)

whereA is the per-candidate acceptance and εtrig and εdi-muon are the di-muon trigger
and reconstruction efficiencies, respectively. The trigger efficiency, εtrig, is identical
that used in the χc analysis and is described in Sect. 6.5.2. The J/ψ → μ+μ−
reconstruction efficiency, εdi-muon, is also identical to that used in the χc analysis
and is described in Sect. 6.5.3 but with the term εmass (the correction for the di-muon
invariant mass cut) removed. The acceptance correction, A, is calculated using the
same MC approach used in the χc analysis, described in Sect. 6.5.1, to correct for
the fiducial cuts p μ

T > 4 GeV and |η μ| < 2.3. The acceptance simulation assumes
isotropic angular distributions for the J/ψ → μ+μ− decays, the same assumption
made in the ATLASmeasurement, which is used as a reference [17]. The acceptance
correction is parametrised as a map binned in pJ/ψ

T and |y J/ψ|, as shown in Fig. 6.34.
Corrected yields, NJ/ψ , are measured in bins of pJ/ψ

T with an unbinned max-
imum likelihood fit to the weighted di-muon invariant mass, mμ+μ− , and pseudo-
proper decay time, τ , distributions of the selected J/ψ → μ+μ− candidates. The
2-dimensional fit is conceptually similar to that described in Sect. 4.6.2, and allows
the prompt and non-prompt contributions to J/ψ production to be separated. The
technical implementation of the fitting procedure is very similar to that used in the fit
performed in the χc analysis, described in Sect. 6.6. The fits are performed within the
region 2.75 < mμ+μ− < 3.45 GeV, which includes the full J/ψ peak but excludes
the ψ(2S) region of the di-muon invariant mass spectrum. The PDF used to perform
the fit takes the form,

Fig. 6.34 Acceptance map
for J/ψ → μ+μ− decays
binned in pJ/ψ

T and |y J/ψ |,
to correct for the fiducial cuts
p μ

T > 4 GeV and |η μ| < 2.3
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F
(
mμ+μ− , τ , δτ

) = fsig · Fsig
(
mμ+μ− , τ , δτ

)+ (
1 − fsig

) · Fbkgd
(
mμ+μ− , τ , δτ

)
,

(6.18)
where fsig is the fraction of J/ψ signal events, Fsig is the J/ψ signal PDF, and Fbkgd
is the background PDF and δτ is the per-candidate uncertainty on the pseudo-proper
decay time τ . Both Fsig and Fbkgd are represented by a sum of products between
PDFs describing the prompt (P) and non-prompt (NP) contributions to the mμ+μ−
and τ projections of the 2-dimensional mμ+μ− − τ distributions,

Fsig(bkgd) = (1 − f NPsig(bkgd)) · MP
sig(bkgd)

(
mμ+μ−

) · T P
sig(bkgd) (τ , δτ ) (6.19)

+ f NPsig(bkgd) · MNP
sig(bkgd)

(
mμ+μ−

) · TNP
sig(bkgd) (τ , δτ ) .

The fraction f NPsig(bkgd) denotes the fraction of non-prompt signal (background) can-
didates. Both the prompt and non-prompt mμ+μ− projections of the J/ψ signal PDF,

M (N)P
sig , are described by a Novosibirsk function [29]. The Novosibirsk function has

four free parameters, which describe the mean, the width and the extents of the
left and right tails. Both the mean and width parameters are freely determined by
the fit. No significant variations in the J/ψ → μ+μ− line-shape are observed in
different pJ/ψ

T bins and the two parameters describing the shapes of the tails are
fixed to values determined in a fit to the mμ+μ− distribution of the full data sample,

pJ/ψ
T > 8 GeV. The prompt and non-prompt J/ψ signal components share common

mean and width parameters. The prompt and non-prompt mμ+μ− projections of the

J/ψ background PDF, M (N)P
bkgd , are described by exponential functions. The prompt

and non-prompt background components each have an independent free parameter
describing the slope of the background distribution. The τ projections of the prompt
and non-prompt components of the signal and background PDFs, T (N)P

sig(bkgd), are iden-
tical to those used in the χc analysis, described in Sect. 6.6. In summary, the prompt
(signal and background) components are described by delta functions, while the non-
prompt components are described by exponential functions. Each component of the
τ projections of the PDF is convolved with a resolution function determined from
the per-candidate uncertainty, δτ , on the pseudo-proper decay time τ , as described
in Sect. 6.6. Figures6.35, 6.36 and 6.37 show the full set of fits performed in bins of
pJ/ψ

T .

6.10.4 Systematic Uncertainties

Given that the aim of this study is to validate the efficiency corrections and analysis
procedures of the χc measurement, a detailed study into potential systematic uncer-
tainties is not performed.However, a representative systematic uncertainty associated
with several aspects of this analysis can be estimated from the in-depth studies per-
formed in the χc analysis (described in Sect. 6.8). In particular, pJ/ψ

T independent
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Fig. 6.35 Simultaneous fits to the di-muon invariant mass, m(μ+μ−), and pseudo-proper decay
time, τ , distributions of J/ψ → μ+μ− candidates in four bins of pJ/ψ

T within 8 < pJ/ψ
T < 10 GeV

systematic uncertainties of ±1, ±1 and ±4% are estimated for the ID track, muon
identification and trigger efficiency corrections respectively, based on the studies
discussed in Sect. 6.8. The uncertainty in the measurement of the integrated lumi-
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Fig. 6.36 Simultaneous fits to the di-muon invariant mass, m(μ+μ−), and pseudo-proper decay
time, τ , distributions of J/ψ → μ+μ− candidates in four bins of pJ/ψ

T within 10 < pJ/ψ
T < 16 GeV
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Fig. 6.37 Simultaneous fits
to the di-muon invariant
mass, m(μ+μ−), and
pseudo-proper decay time, τ ,
distributions of
J/ψ → μ+μ− candidates in
five bins of pJ/ψ

T within

16 < pJ/ψ
T < 70 GeV
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nosity is estimated to be ±1.8% [30]. From these estimates, a pJ/ψ
T -independent

total systematic uncertainty on these measurements of 4.6% is found. The statistical
uncertainties on the measurements range from 2 to 4%, depending on the pJ/ψ

T bin.

6.10.5 Results and Conclusion

The measured differential cross section for inclusive J/ψ production is shown in
Fig. 6.38; the differential cross sections for prompt and non-prompt J/ψ production
are shown in Fig. 6.39 and the non-prompt fraction of inclusive J/ψ production is
shown in Fig. 6.40, all measured as functions of pJ/ψ

T . All of these measurements
are compared to the published ATLAS measurements, which are used as a refer-
ence [17]. The measurements from this analysis are in good agreement with the
reference measurements. This suggests that the combined analysis procedure, used

Fig. 6.38 The differential
cross section for inclusive
J/ψ production in pp
collisions at

√
s = 7 TeV.

The black points shown the
measurements of this
analysis, while the red points
show the reference
measurements from [17].
The lower figure shows the
ratio of the measurements
with respect to the published
ATLAS results,
B = (

J/ψ → μ+μ−)
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Fig. 6.39 The differential
cross section for prompt
(top) and non-prompt
(bottom) J/ψ production in
pp collisions at

√
s = 7 TeV.

The black points show the
measurements of this
analysis, while the red points
show the reference
measurements from [17]
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Fig. 6.40 The fraction of
J/ψ produced in the decay
of b-hadrons, fnon-prompt,
measured as a function of
pJ/ψ

T , in pp collisions at√
s = 7 TeV. The black

points show the
measurements of this
analysis, while the red points
show the reference
measurements from [17].
The measurements of CMS,
within the region
|y J/ψ | < 0.9, are also shown
by the green data points [23]
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to select, fit and correct J/ψ → μ+μ− candidates, is accurate to at least the level of
the total uncertainty on the reference measurements, which is around 10%.

6.10.6 Measurement of B (
B± → χc1 K±)

The branching fraction for the decay B± → χc1K ± is measured using the same
dataset, event selection and reconstruction efficiencies used in the main χc analysis
described in this chapter. The aim of this measurement is to validate the conversion
reconstruction efficiency, derived from MC simulation as described in Sect. 6.5.4,
through a comparison of the measured value of this branching fraction with the
current world average measurement. Several measurements of B (

B± → χc1K ±)

have been made at various e+e− and hadron collider experiments. The current world
average value, B (

B± → χc1K ±) = (4.79 ± 0.26) × 10−4 [4], is dominated by the
measurements of Belle [45] and BaBar [46].

The relative production rates of the decays B± → χc1K ± and B± → J/ψK ±
(with χc1 → J/ψ γ and J/ψ → μ+μ− in both decays) can be used to measure
B (

B± → χc1K ±)
, with knowledge of the branching fractions B (

B± → J/ψK ±)

andB (χc1 → J/ψ γ). The use of B± → J/ψK ± as a reference channel ismotivated
by the fact that it has a similar final state to the B± → χc1K ± → J/ψ γK ±
decay (with similar kinematics) and the branching fraction B (

B± → J/ψK ±)
has

been precisely measured, B (
B± → J/ψK ±) = (1.016 ± 0.033) × 10−3 [4]. The

branching fraction B (χc1 → J/ψ γ) = 0.344 ± 0.015 is also known to a good
precision [4]. Assuming equal production rates for the B+ and B− states in pp
collisions (an assumption likely to be accurately fulfilled, given that bb̄ production
represents the dominant B± production mechanism in pp collisions), the number
of reconstructed B± → χc1K ± and B± → J/ψK ± decays (within the same data
sample) can be related to B (

B± → χc1K ±)
as,

B (
B± → χc1K ±) = AB ·

N B
χc1

N B
J/ψ

· B
(
B± → J/ψK ±)

B (χc1 → J/ψ γ)
, (6.20)

where N B
χc1

and N B
J/ψ are the efficiency-corrected reconstructed yields of B± →

χc1K ± and B± → J/ψK ± decays, respectively.AB is a correction factor to account
for the differing acceptances of the two decays.

B± → χc1K ± and B± → J/ψK ± decays are reconstructed within the same
data sample, representing an integrated luminosity of 4.5 fb−1 of

√
s = 7 TeV pp

collision data, used to perform theχc analysis (see Sect. 6.3). The J/ψ fiducial region
(10 < pJ/ψ

T < 30 GeV and |y J/ψ| < 0.75) and χc selection are kept identical to
those used in the main χc analysis to maximise the validity of the cross-check.
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6.10.7 Selection of Candidate B± → J/ψK±
and B± → χc1 K± Decays

The selection of B± → J/ψK ± and B± → χc1K ± decays is seeded by the selec-
tion of J/ψ and χc candidates within events firing the EF_2mu4(T)_Jpsimumu
triggers with the same procedure described as in Sect. 6.4. Tracks are selected within
these events which satisfy the following criteria:

• Each track must contain at least one hit in the pixel layers.
• Each track must contain at least six hits in the SCT layers.
• The transverse momentum of the track must satisfy p K

T > 3.0 GeV.
• The pseudorapidity of the track must be within |η K | < 2.5.

Tracks which satisfy these requirements are assigned the charged kaon mass
and are considered as candidate charged kaons. The ATLAS detector has no reli-
able particle identification capabilities for tracks with pT > 3.0 GeV. These tracks
are grouped with the tracks associated with the J/ψ → μ+μ− candidate and a
three-track vertex fit is performed to determine the μ+μ−K ± vertex. These J/ψK ±
candidates are retained for further analysis if the fit quality of this vertex satis-
fies χ2/[d.o. f.] < 6. An additional requirement of Lxy > 0.3mm (defined in
Eq.4.3) is imposed to reject promptly produced J/ψK ± combinations. Candidate
B± → χc1K ± decays are identified from J/ψK ± candidates associated with a
converted photon (i.e. passing the χc selection described in Sect. 6.4). These combi-
nations are required to satisfy 4.65 < m(μ+μ−K ±)−m(μ+μ−)+m J/ψ < 5.2 GeV
(where m J/ψ is the world average J/ψ mass [4]) to reject backgrounds from
B± → J/ψK ± decays. The m(μ+μ−γ) − m(μ+μ−) of selected B± → χc1K ±
candidates is shown in Fig. 6.41, the B± → χc1K ± candidates are required to satisfy
0.32 < m(μ+μ−γ) − m(μ+μ−) < 0.43 GeV to select χc1 decays.

Fig. 6.41 The
m(μ+μ−γ) − m(μ+μ−)

distribution of selected
B± → χc1K ± candidates
within 5.1 < m̃χc1

<

5.5 GeV, the region around
the B± peak
(m̃χc1

= m(μ+μ−γK ±) −
m(μ+μ−γ) + mχc1

)

) [GeV]-μ+μ) - m(γ-μ+μm(
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6.10.8 Calculation of the Acceptance Correction AB

The acceptance correction AB accounts for the difference between the yields of
B± → χc1K ± and B± → J/ψK ± decays due to the differing kinematic accep-
tances of the two decays. The primary source of this difference is the presence of
the photon in the B± → χc1K ± final state, though the differing kinematics of the
μ+μ−K ± also contribute to a lesser extent. The correction is calculated with a gen-
erator level MC simulation that uses the B± production cross section measured by
ATLAS in

√
s = 7 TeV pp collisions as an input [47]. The B± production cross sec-

tions, measured within three rapidity intervals, are fitted with an analytical function,
as shown in Fig. 6.42. Each set of data points is fitted with the function defined in
Eq.6.14 (Sect. 6.7 ), containing five free parameters.

The simulation generates B± mesons according to the fitted differential cross
sections and simulates decays to both B± → χc1K ± and B± → J/ψK ±. To
calculate AB , the simulation counts the number of B± → χc1K ± decays, relative
to the number of B± → J/ψK ± decays, that fall within the fiducial region, defined
for both decays as:

• 10 < pJ/ψ
T < 30 GeV and |y J/ψ| < 0.75,

• p μ
T > 4 GeV and |η μ| < 2.3,

• p K
T > 3 GeV and |η K | < 2.5,

• pγ
T > 1.5 GeV and |ηγ | < 2.0 (for B± → χc1K ± only),

• Lxy > 0.3mm.

The charmonium states in B± → χc1K ± and B± → J/ψK ± decays are pro-
duced in a Jz = 0 state (where z is the direction of the K ± in the B± rest frame) to
conserve angular momentum (since both the B± and K ± mesons have total angular
momentum J = 0). Each simulated decay is weighted such that the angular dis-
tributions of the J/ψ → μ+μ− and χc1 → J/ψ γ → μ+μ−γ decays follow the

Fig. 6.42 Fitted B±
production differential cross
sections, in three B± rapidity
intervals. Data points from
Ref. [47] and
B = B (

B± → J/ψK ±) ·
B (

J/ψ → μ+μ−)
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distributions expected for J/ψ and χc1 states produced in a Jz = 0 state (longitu-
dinally polarised). The J/ψ → μ+μ− angular distribution for the B± → J/ψK ±
decay is weighted to follow,

W (θμ) = 1 − cos2
(
θμ

)
, (6.21)

where θμ is the angle between the μ+ and the direction of the K ± in the J/ψ rest
frame [48]. The three dimensional angular distribution for the full χc1 → J/ψ γ →
μ+μ−γ cascade is significantly more complicated and is taken from [43]. The sim-
ulation provides a value of AB = 2.30 ± 0.08, where the uncertainty is due to the
fitted parametrisation of the measured B± cross section and is estimated by varying
the analytical function used to perform the fit.

6.10.9 Measurement of N B
χc1

and N B
J/ψ

The measurement of B (
B± → χc1K ±)

relies only on an accurate measurement of
the ratio N B

χc1
/N B

J/ψ , rather than the absolute yields themselves. Themeasurement of
this ratio offers the advantage that some of the efficiencies and systematic uncertain-
ties that contribute to the two individual yields cancel to a good approximation in the
ratio. However, the kinematic differences between the two channels can give rise to
efficiency ratios that are inconsistent with unity. In particular, the muon identification
and trigger efficiencies do not reach their plateau values until around p μ

T > 8 GeV.
While these two efficiencies do cancel to a good first approximation in the ratio, the
differing kinematics of the J/ψ → μ+μ− decays in each channel lead to a small
residual imbalance that can be corrected for. The kinematics of the charged kaons in
the two decay channels also differ slightly; however, the reconstruction efficiency for
charged tracks reaches a plateau far below p K

T = 3 GeV (see Fig. 4.3). The ratio of
reconstruction efficiencies for the K ± tracks within the fiducial region is verified to
be consistent with unity to within 1% from simulation studies. The μ+μ−K ± vertex
quality cut has a weak dependence on the transverse momentum of the μ+μ−K ±
system, but is also verified to be consistent with unity to within ±1%, based on the
studies performed in [47].

Each reconstructed B± → χc1K ± and B± → J/ψK ± candidate is assigned
a weight to correct for the residual effects of the muon identification and trigger
efficiencies on the ratio N B

χc1
/N B

J/ψ . The weight for B± → χc1K ± decays also
includes a correction for converted photon reconstruction efficiency and the mass
difference cuts described in Sect. 6.10.7. The reconstruction and trigger efficiency
corrections used in this measurement are identical to those used in the main χc

analysis and are described in detail in Sect. 6.5.

http://dx.doi.org/10.1007/978-3-319-23120-4_4
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6.10.10 Fitting Procedure

The corrected B± → χc1K ± and B± → J/ψK ± yields, N B
χc1

and N B
J/ψ , respec-

tively, are measured with two independent weighted unbinned maximum likelihood
fits to the mass difference distributions m̃χc1

= m(μ+μ−γK ±) − m(μ+μ−γ) +
mχc1

and m̃ J/ψ = m(μ+μ−K ±)−m(μ+μ−)+m J/ψ (where mχc1
and m J/ψ are the

world average values of theχc1 and J/ψ masses [4]) of reconstructed B± → χc1K ±
and B± → J/ψK ± candidates, respectively.

The mass difference distribution, m̃χc1
, is modelled by a PDF containing a com-

ponent for the B± → χc1K ± signal and a background component. The signal
component is described by a Gaussian PDF with a mean value and width that are
both freely determined by the fit. The form of the background component is derived
from a sample of simulated pp → bb̄X → J/ψX ′ events (with B± → χc1K ±
decays removed) processed with the selection cuts described in Sect. 6.10.7. The
Gaussian kernel estimation procedure [49] is performed on the m̃χc1

distribution of
these events to form a semi-analytical PDF background template used to model the
background contribution to the m̃χc1

distribution in data.
The mass difference distribution m̃ J/ψ is modelled by a PDF containing a com-

ponent for the B± → J/ψK ± signal and a background component. The signal
component is described by a double Gaussian PDF with a free mean value (com-
mon to both Gaussian PDFs). The relative normalisation of the two Gaussians and
their independent width parameters are all free parameters. The background contri-
bution to the m̃ J/ψ distribution is modelled by three components. Partially recon-
structed B → J/ψK �(K ±π∓) and B → χc1,2K decays form a structure at values
of m̃ J/ψ < 5.2 GeV that is modelled by the sum of a Gaussian (modelling the tail of
the B → χc1,2K contribution) and a complementary error function (modelling the
bulk of the B → J/ψK �(K ±π∓) contribution), as described in [47]. B± → J/ψπ±
decayswrongly identified as B± → J/ψK ± decays (i.e. the charged pion is assigned
the charged kaon mass) lead to a peaking structure around m̃ J/ψ ≈ 5.38 GeV that is
modelled with a CB function, as described in [47]. The non-resonant combinatoric
background is modelled with an exponential function.

The fit results to the m̃χc1
and m̃ J/ψ distributions are shown in Fig. 6.43.

6.10.11 Systematic Uncertainties

Several sources of systematic uncertainty on themeasurement of the ratio N B
χc1

/N B
J/ψ

are considered. The systematic uncertainties on the muon identification, trigger
and conversion reconstruction efficiency corrections are estimated as described in
Sect. 6.8 for themainχc analysis. The systematic uncertainty on the fitting procedure
used to measure N B

χc1
/N B

J/ψ is estimated by repeating the fit with several modifica-
tions. These modifications include using alternative signal PDFs (double Gaussian
for B± → χc1K ± and Gaussian convolved with a Breit-Winger distribution for
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Fig. 6.43 The results of
weighted unbinned
maximum likelihood fits to
the m̃χc1

(top) and m̃ J/ψ

(bottom) distributions of
reconstructed B± → χc1K ±
and B± → J/ψK ± decays,
respectively
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B± → J/ψK ±) and alternative background parametrisations. In the case of the
B± → χc1K ± fit, the parameter ρ, controlling the structure retention of theGaussian
kernel density estimation background PDF is varied [49]. The B± → J/ψK ± back-
ground model is modified by varying the shape of the B → J/ψK �(K ±π∓) contri-
bution and removing the B± → J/ψπ± component. The fits to both distributions are
also performedwith different fit ranges in m̃χc1

and m̃ J/ψ . The average of the absolute
deviations in the alternative fit results from the nominal result for the variations stud-
ied is used to estimate the systematic uncertainty on the fit procedure. The systematic
uncertainty on the acceptance correction AB is described in Sect. 6.10.8. The sys-
tematic uncertainties on the external branching fractions in Eq.6.20 are neglected as
they are small in comparison to the total experimental uncertainty. Table6.5 shows
the individual contributions to the total systematic uncertainty on the measurement
of B (

B± → χc1K ±)
.
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Table 6.5 A breakdown of the sources of systematic uncertainty on the measurement of
B (

B± → χc1K ±)

Fractional uncertainty (%)

Converted-photon reconstruction efficiency 10

Conversion probability 4

Muon reconstruction efficiency 1

Trigger efficiency 1

Acceptance 3

Fit model 6

Statistical 18

Systematic 13

Total 22

6.10.12 Result and Conclusion

The measured value of the branching fraction for the decay B± → χc1K ± is
B (

B± → χc1K ±) = (4.9 ± 0.9 (stat.) ± 0.6 (syst.)) × 10−4. This value is in
good agreement with the world average value of (4.79 ± 0.26) × 10−4 [4]. This
agreement suggests that the analysis procedure and conversion reconstruction effi-
ciency, derived from simulation, are accurate at the level of around ±20% (the
total uncertainty on the measurement, after subtracting in quadrature the contribu-
tion from the conversion reconstruction efficiency). The total uncertainty on the
measurement is dominated by the statistical uncertainty. While the precision of this
measurement is far poorer than the measurements of Belle [45] and BaBar [46],
it represents the most precise measurement of this branching fraction to be per-
formed at a hadron collider, with the only previous measurement being from CDF:
(15.5 ± 5.4 (stat.) ± 2.0 (syst.)) × 10−4 [50]. The result is compared to the world-
average and the measurements of Belle, BaBar and CDF in Fig. 6.44.

Fig. 6.44 The measured
value of B (

B± → χc1K ±)

compared to the world
average and the
measurements of Belle,
BaBar and CDF [4, 45, 46,
50]
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6.11 Conclusion

TheχcJ (1P) charmonium states are reconstructed from a sample of
√

s = 7 TeV pp
collision data recorded by the ATLAS experiment, representing an integrated lumi-
nosity of 4.5 fb−1. The differential cross sections for the prompt and non-prompt
production of the χc1 and χc2 states are measured as functions of both pχc

T and pJ/ψ
T

within the region |y J/ψ| < 0.75. Thesemeasurements are combinedwith theATLAS
measurement of prompt J/ψ production in

√
s = 7 TeV pp collisions to estimate

the fraction of prompt J/ψ produced in feed-down from radiative χcJ decays, mea-
sured as a function of pJ/ψ

T . Between 24–28% of prompt J/ψ are measured to be

produced in radiative χcJ decays for 10 < pJ/ψ
T < 30 GeV. The production cross

section of the χc2 state, relative to the χc1 state, is measured for both prompt and
non-prompt production as a function of pJ/ψ

T . These measurements of prompt χc1
and χc2 production are compared to various theoretical models of prompt charmo-
nium production and to existing measurements. The predictions of NLO NRQCD
consistently provide the best description of the prompt χc production measurements.
The fractions of χc1 and χc2 produced in the decays of b-hadrons are also measured.
The non-prompt χc1 and χc2 production cross sections are in general agreement with
the theoretical predictions of a model based upon the FONLL approach to b-hadron
production, though the measurements tend to lie below the predictions at high pT .
This could suggest that the contributions from B0

s and b-baryon decays to final states
including the χc1 and χc2 states, not described by the model, may be important.
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Chapter 7
Conclusion

Our theoretical understanding of the production of quarkonium states in hadronic
interactions is still not entirely satisfactory, and no single theoretical approach can
claim to fully describe the abundance of measurements that now exists. The arrival
of the Large Hadron Collider, capable of delivering unprecedentedly high energy
collisions and high luminosities to its cutting edge experiments, provides a unique
opportunity to significantly advance our understanding of quarkonium production.
The aim of this thesis is to contribute to this effort by making two measurements of
the χb and χc quarkonium states in pp collisions at the ATLAS experiment.

The production of the χb(1P) and χb(2P) bottomonium states is observed in a
sample of

√
s = 7 TeV pp collision data, representing an integrated luminosity of

4.4 fb−1. The χb states are reconstructed through the radiative decay χb → ϒ(1S)γ
(with ϒ(1S) → μ+μ−), where photons are reconstructed from energy deposits in
the ATLAS electromagnetic calorimeter. Within the same data sample, a candidate
for a new bottomonium state is observed, consistent with theoretical expectations
for the χb(3P) states. The production-averaged mass barycentre for the χb(3P)

candidate is measured to be 10541 ± 11 (stat.) ± 30 (syst.) MeV. An independent
observation of this new state, based upon an alternative analysis of the same data
sample, is also discussed. The observation of a new bottomonium state decaying to
ϒ(1S)γ, consistent with that described here, has subsequently been confirmed by
both the D0 and LHCb experiments. The consequences of this discovery for our
understanding of bottomonium production phenomenology in hadron collisions is
reviewed.

The production of the χc1 and χc2 charmonium states has been measured in√
s = 7 TeV pp collisions with the ATLAS experiment using a data sample repre-

senting an integrated luminosity of 4.5 fb−1. The prompt and non-prompt production
cross sections for theχc1 andχc2 states aremeasuredwithin the region |y J/ψ| < 0.75.
These measurements suggest that 24–28% of prompt J/ψ are produced in feed-
down from radiative χc1 and χc2 decays. The production of the χc2 state, relative
to the χc1 state, is measured for both prompt and non-prompt production processes.
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These measurements are also used to determine the fraction of χc1 and χc2 pro-
duced in the decays of b-hadrons. This collection of measurements is compared to a
number of theoretical predictions for χcJ production at the LHC. The predictions of
NLO NRQCD are found to consistently provide a good description of the measure-
ments, while alternative approaches based on the CSM are found to be in significant
disagreement with the data. The non-prompt χc1 and χc2 production cross sections
are in general agreement with the theoretical predictions of a model based upon
the FONLL approach to b-hadron production, though the measurements tend to lie
below the predictions at high pT . This could suggest that the contributions from B0

s
and b-baryon decays to final states including the χc1 and χc2 states, not described
by the model, may be important.

The measurements presented here are performed with a small fraction (less than
20%) of the total ATLAS Run I dataset. The full Run I dataset offers many further
opportunities to study various aspects of χc and χb production, in addition to many
other aspects of quarkonium production. Further studies of the χb(3P) candidate
are necessary to determine its nature. In particular, a full angular analysis of χb →
ϒ(1S)γ could potentially be used to determine the unknown quantum number of the
state(s) to confirm or exclude the χb(3P) hypothesis. A larger data sample may also
allow any fine structure to be resolved; this could determine whether the structure
observed represents a triplet of states (which would support theχbJ (3P) hypothesis)
or a single state. The larger data sample could allow the polarisation of the χcJ states
to be measured. This would significantly reduce the systematic uncertainty on the
measurements presented here and would represent a significant step forwards in the
understanding of quarkonium polarisation at the LHC.



Appendix A
Tabulated Results

The following tables show the numerical results presented graphically in Sect. 6.9.
Statistical and systematic uncertainties are shown for each measurement along with
the uncertainty envelope associated with the unknown χc polarisation TablesA.1,
A.2, A.3, A.4, A.5, A.6, A.7, A.8, and A.9.

Table A.1 Differential cross section for prompt χc1 and χc2 production, measured in bins of pJ/ψ
T

B (χcJ → J/ψ γ) · B (
J/ψ → μ+μ−) · dσP

J
dpT

[pb/GeV]
pJ/ψ

T [GeV] 〈pJ/ψ
T 〉 [GeV] J Value (Stat.) (Syst.) Polarisation

envelope

10.0–12.0 11.0 1 218 ±9 ±28 +69 −28

11.0 2 95 ±6 ±12 +34 −21

12.0–14.0 12.9 1 90 ±4 ±11 +31 −12

12.9 2 40 ±3 ±5 +15 −10

14.0–16.0 14.9 1 37 ±2 ±5 +13 −5

14.9 2 19 ±2 ±2 +7 −5

16.0–18.0 16.9 1 21 ±1 ±3 +7 −3

16.9 2 10 ±1 ±1 +4 −2

18.0–30.0 22.1 1 4.8 ±0.2 ±0.6 +1.5 −0.6

22.1 2 1.9 ±0.2 ±0.2 +0.6 −0.4
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Table A.2 Differential cross section for non-prompt χc1 and χc2 production, measured in bins of
pJ/ψ

T

B (χcJ → J/ψ γ) · B (
J/ψ → μ+μ−) · dσNP

J
dpT

[pb/GeV]
pJ/ψ

T [GeV] 〈pJ/ψ
T 〉 [GeV] J Value (Stat.) (Syst.) Polarisation

envelope

10.0−12.0 11.0 1 60 ±6 ±8 +19 −8

11.0 2 15 ±5 ±3 +5 −3

12.0−14.0 12.9 1 30 ±3 ±4 +10 −4

12.9 2 4.1 ±2.8 ±0.7 +1.6 −1.0

14.0−16.0 14.9 1 15 ±2 ±2 +5 −2

14.9 2 2.9 ±1.1 ±0.5 +1.1 −0.7

16.0−18.0 16.9 1 5.8 ±1.1 ±0.8 +1.9 −0.7

16.9 2 0.9 ±0.8 ±0.2 +0.3 −0.2

18.0−30.0 22.1 1 2.1 ±0.3 ±0.3 +0.6 −0.2

22.1 2 0.4 ±0.1 ±0.1 +0.1 −0.1

Table A.3 Differential cross section for prompt χc1 and χc2 production, measured in bins of pχc
T

B (χcJ → J/ψ γ) · B (
J/ψ → μ+μ−) · dσP

J
dpT

[pb/GeV]
pχc

T [GeV] 〈pχc
T 〉 [GeV] J Value (Stat.) (Syst.) Polarisation

envelope

12.0–14.0 12.9 1 136 ±7 ±16 +41 −17

12.9 2 73 ±5 ±9 +25 −15

14.0–16.0 14.9 1 71 ±3 ±9 +22 −8

14.9 2 29 ±2 ±4 +10 −6

16.0–18.0 16.9 1 31 ±2 ±4 +10 −4

16.9 2 18 ±1 ±2 +6 −4

18.0–22.0 19.6 1 15.4 ±0.8 ±1.8 +4.4 −1.8

19.7 2 7.0 ±0.6 ±0.9 +2.1 −1.4

22.0–30.0 25.0 1 4.0 ±0.2 ±0.5 +1.0 −0.4

25.0 2 1.7 ±0.2 ±0.2 +0.4 −0.3
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Table A.4 Differential cross section for non-prompt χc1 and χc2 production, measured in bins of
pχc

T

B (χcJ → J/ψ γ) · B (
J/ψ → μ+μ−) · dσNP

J
dpT

[pb/GeV]
pχc

T [GeV] 〈pχc
T 〉 [GeV] J Value (Stat.) (Syst.) Polarisation

envelope

12.0−14.0 12.9 1 42 ±5 ±5 +13 −5

12.9 2 9 ±4 ±1 +3 −2

14.0−16.0 14.9 1 23 ±2 ±3 +7 −3

14.9 2 2.7 ±1.8 ±0.4 +0.9 −0.6

16.0−18.0 16.9 1 10 ±1 ±1 +3 −1

16.9 2 1.8 ±0.8 ±0.3 +0.6 −0.4

18.0−22.0 19.6 1 5.2 ±0.6 ±0.6 +1.5 −0.6

19.7 2 0.7 ±0.3 ±0.1 +0.2 −0.1

22.0−30.0 25.0 1 2.1 ±0.3 ±0.3 +0.5 −0.2

25.0 2 0.27 ±0.17 ±0.04 +0.07 −0.05

Table A.5 Fraction of prompt J/ψ produced in feed-down from χc decays as a function of pJ/ψ
T

Prompt Rχc

pJ/ψ
T [GeV] Value (Stat.) (Syst.) Polarisation

envelope

10.0−12.0 0.24 ±0.02 ±0.04 +0.08 −0.04

12.0−14.0 0.26 ±0.01 ±0.04 +0.09 −0.04

14.0−16.0 0.23 ±0.02 ±0.04 +0.08 −0.04

16.0−18.0 0.28 ±0.03 ±0.05 +0.10 −0.05

18.0−30.0 0.27 ±0.03 ±0.05 +0.09 −0.04

The polarisation envelope assumes that prompt J/ψ are produced unpolarised and represents the
maximum uncertainty in the result due to the unknown χc polarisation

Table A.6 Production rate of prompt χc2 relative to prompt χc1, measured in bins of pJ/ψ
T

Prompt
σ(χc2) ·B(χc2→J/ψ γ)
σ(χc1) ·B(χc1→J/ψ γ)

pJ/ψ
T [GeV] Value (Stat.) (Syst.) Polarisation

envelope

10.0−12.0 0.43 ±0.04 ±0.03 +0.24 −0.18

12.0−14.0 0.44 ±0.04 ±0.03 +0.26 −0.19

14.0−16.0 0.52 ±0.06 ±0.04 +0.30 −0.23

16.0−18.0 0.48 ±0.06 ±0.03 +0.27 −0.21

18.0−30.0 0.40 ±0.04 ±0.03 +0.20 −0.16
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Table A.7 Production rate of non-prompt χc2 relative to non-prompt χc1, measured in bins of
pJ/ψ

T

Non-prompt
σ(χc2) ·B(χc2→J/ψ γ)
σ(χc1) ·B(χc1→J/ψ γ)

pJ/ψ
T [GeV] Value (Stat.) (Syst.) Polarisation

envelope

10.0−12.0 0.25 ±0.09 ±0.03 +0.14 −0.10

12.0−14.0 0.14 ±0.09 ±0.02 +0.08 −0.06

14.0−16.0 0.19 ±0.08 ±0.02 +0.10 −0.08

16.0−18.0 0.16 ±0.14 ±0.02 +0.09 −0.07

18.0−30.0 0.18 ±0.07 ±0.02 +0.09 −0.07

Table A.8 Fraction of χc1 and χc2 produced in b-hadron decays as a function of pχc
T

fnon-prompt

pχc
T [GeV] J Value (Stat.) (Syst.) Polarisation

envelope

12.0−14.0 1 0.23 ±0.02 ±0.02 +0.08 −0.07

2 0.11 ±0.04 ±0.01 +0.07 −0.04

14.0−16.0 1 0.24 ±0.02 ±0.02 +0.08 −0.07

2 0.09 ±0.05 ±0.01 +0.05 −0.03

16.0−18.0 1 0.24 ±0.03 ±0.02 +0.08 −0.06

2 0.09 ±0.04 ±0.01 +0.05 −0.03

18.0−22.0 1 0.25 ±0.03 ±0.02 +0.08 −0.07

2 0.09 ±0.04 ±0.01 +0.05 −0.03

22.0−30.0 1 0.34 ±0.03 ±0.03 +0.08 −0.07

2 0.14 ±0.07 ±0.02 +0.06 −0.04

Table A.9 Scale factors that modify the central cross-section values, evaluated assuming isotropic
decay angular distributions, to a given polarisation scenario

Bin Yield Helicity 0 Helicity ±1 Helicity ±2 AZ+ AZ−
10≤ pJ/ψ

T < 12GeV P1 1.32 0.89 − 0.91 0.87

P2 0.78 0.88 1.35 1.10 1.04

NP1 1.31 0.89 − 0.91 0.87

NP2 0.77 0.87 1.37 1.11 1.04

12< pJ/ψ
T < 14GeV P1 1.34 0.88 − 0.89 0.87

P2 0.76 0.87 1.38 1.10 1.06

NP1 1.33 0.88 − 0.89 0.87

NP2 0.76 0.87 1.38 1.10 1.06

(continued)
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Table A.9 (continued)

Bin Yield Helicity 0 Helicity ±1 Helicity ±2 AZ+ AZ−
14< pJ/ψ

T < 16GeV P1 1.35 0.88 − 0.88 0.87

P2 0.76 0.87 1.38 1.09 1.07

NP1 1.34 0.88 − 0.89 0.87

NP2 0.76 0.87 1.38 1.09 1.07

16< pJ/ψ
T < 18GeV P1 1.35 0.88 − 0.88 0.87

P2 0.76 0.87 1.37 1.09 1.07

NP1 1.33 0.88 − 0.88 0.87

NP2 0.76 0.87 1.37 1.09 1.07

18< pJ/ψ
T < 30GeV P1 1.32 0.88 − 0.89 0.88

P2 0.78 0.88 1.33 1.08 1.07

NP1 1.30 0.89 − 0.89 0.88

NP2 0.78 0.88 1.33 1.07 1.06

12≤ pχc
T < 14GeV P1 1.31 0.89 − 0.91 0.87

P2 0.78 0.88 1.35 1.10 1.04

NP1 1.31 0.89 − 0.91 0.87

NP2 0.78 0.88 1.35 1.10 1.04

14< pχc
T < 16GeV P1 1.32 0.89 − 0.90 0.88

P2 0.78 0.88 1.35 1.09 1.05

NP1 1.32 0.89 − 0.90 0.88

NP2 0.78 0.88 1.35 1.09 1.05

16< pχc
T < 18GeV P1 1.32 0.89 − 0.89 0.88

P2 0.79 0.88 1.33 1.08 1.06

NP1 1.32 0.89 − 0.89 0.88

NP2 0.79 0.88 1.33 1.08 1.06

18 < pχc
T < 22GeV P1 1.30 0.89 − 0.90 0.89

P2 0.79 0.89 1.31 1.07 1.06

NP1 1.30 0.89 − 0.90 0.89

NP2 0.79 0.89 1.31 1.07 1.06

22 < pχc
T < 30GeV P1 1.26 0.90 − 0.90 0.90

P2 0.81 0.90 1.27 1.06 1.05

NP1 1.26 0.90 − 0.90 0.90

NP2 0.81 0.90 1.27 1.06 1.05

The different polarisation scenarios are defined in Table6.2. The labels (N)P1 and (N)P2 correspond
to (non-)prompt χc1 and (non-)prompt χc2 respectively

http://dx.doi.org/10.1007/978-3-319-23120-4_6


Appendix B
Validation of χc Fitting Procedure

The fitting procedure used to extract corrected prompt and non-prompt χc1 and
χc2 yields, described in Sect. 6.6, is validated using a toy MC simulation technique
to ensure the fit results and statistical uncertainties are not strongly biased. Three
ensembles of pseudo-data distributions, each containing 500 datasets, are generated
from the nominal fit model described in Sect. 6.6. Each of these three ensembles is
designed to imitate the shapes of the m(μ+μ−γ) − m(μ+μ−) and τ distributions
observed in data for three characteristic transverse momentum bins. The bin denoted
“Low” imitates the χcJ candidates within 10 < pJ/ψ

T < 14GeV (12 < pχc
T <

16GeV), “Medium” imitates 14 < pJ/ψ
T < 18GeV (16 < pχc

T < 18GeV) and

“High” imitates 18 < pJ/ψ
T < 30GeV (18 < pχc

T < 30GeV). The pseudo-datasets
for each bin are generated with a different background shape, τ resolution, mixture
of prompt and non-promptχc1 andχc2 signal and total number of events. All of these
characteristics are modelled on the parameters observed in data. Each pseudo-data
point is weighted by a single correction weight similar in magnitude to that used in
the main analysis (i.e. every candidate is weighted by the same amount). The three
ensembles of 500 pseudo-datasets are fitted with the nominal fit model, described in
Sect. 6.6. Example fits to a single pseudo-dataset, for each characteristic pT bin, are
shown in Fig.B.1.

The pull for each fit to a pseudo-dataset can defined as (Ntruth − Nfit)/σfit, where
Ntruth is the true number of χc candidates generated in the pseudo-dataset, Nfit is the
number of χc candidates determined by the fit and σfit is the statistical uncertainty on
the measured number of candidates. The distribution of pulls for many fits to inde-
pendent pseudo-datasets can be used to check for biases in the fitting procedure. The
distribution of pulls for a perfectly unbiased fit should follow a Gaussian distribution
with unit width, centred upon zero. Shifts in the mean of the pull distribution can
suggest a bias in the fitting procedure, while deviations from a unit width can suggest
that the statistical uncertainty returned by the fit is not reliable. The pull distributions
for the fits to the 500 pseudo-datasets generated for each characteristic pT bin are
shown in Fig.B.2. In general, no consistent systematic bias is observed in the fit
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Fig. B.1 Simultaneous fits to m(μ+μ−γ)− m(μ+μ−) and τ distributions generated using the toy
MCmethod. Pseudo-data are generated in three characteristic pT bins; “Low” pT (top), “Medium”
pT (middle) and “High” pT (bottom)

results, suggesting that the fitting procedure used to extract the corrected χc yields is
not strongly biased. The widths of the pull distributions are generally close to unity.
With the exception of the non-promptχc2 yields, there is no evidence for a consistent
underestimate or overestimate in the statistical uncertainties returned by the fitting
procedure. In the case of the non-prompt χc2 yields, while no bias in the fit results is
observed, the widths of the pull distributions are consistency greater than unity (1.17
on average), suggesting that the statistical uncertainty returned by the fit is slightly
underestimated. To correct for this underestimate, the statistical uncertainty in each
measured non-prompt χc2 yield, when fitting to data, is scaled by 1.17.
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Fig. B.2 Pull distributions for prompt and non-prompt χc1 and χc2 yields in three characteristic
pT bins
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